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Abstract

In this paper, we present a layered agent framework in which thetinign process is performed at different levels of abstractions. In
a real time, multiple-tasking, resource-bounded environment, negatiatioot an isolated process but one that interleaved with agent’s
many other activities, such as scheduling, execution, and other neg@tiafi® make the complexities of negotiation more tractable,
the negotiation process is performed at two abstraction levels to reduceni@exity of the search. The upper level deals with the
formation of high-level goals and objectives for the agent, and theidaa@®out whether or not to negotiate with other agents to achieve
particular goals, in what order the multiple related negotiations should berped, and what negotiation attitude should be used for each
negotiation. Negotiation at this upper level determines the rough scope obthmitment (i.e. the time and the quality characteristics)
and the cost of the commitment. The lower level deals with feasibility and imgieation operations, such as the detailed analysis of
candidate tasks and actions and the formation of the detailed temporaléespecific commitments among agents; negotiation at this
level involves refinement of the rough commitments proposed at ther ipygel. The experimental work shows this two-level negotiation
framework enables the agent to handle complicated negotiation issuasearthinties in a more efficient way.

Keyword: layered negotiation, autonomous agents, mgkirasystems

1 Introduction

Usually negotiation is structured as a single level pracéresn the proposal to the final commitment, all related isssiech as
finishing time, achieved quality and offered price are deteed in this process. However, for complex agent-baseticapipns
operating in dynamic, open environments, the agents mag hailtiple and complicated tasks; each task may be achieved i
different ways and include a sequence of activities, somehath may require external or internal resources. The ageeds

to choose which tasks to perform, when to perform them and taoperform them. The successful execution of a task may
involve negotiation with other agents about sub-contractsesource requirements. Meanwhile, since the agent wiarles
complex organizational context, it needs to work with otagents from a variety of different organizational posisiordence
the negotiation attitude should conform to the organiratioelationship. Uncertainty in task execution may furtb@mplicate
the negotiation process as behavior deviates from the tegheThe deviation can cause re-negotiation over commisrarthe
adjustment of local activities so as to still meet the commeitts. Given all the above considerations, it is difficuitdmstruct an
integrated framework in which all these issues are adddessecurrently and done so in an efficient way. One major aiffee
between this work and other work in negotiation is that is thiork negotiation is not viewed as a stand-alone procestheRa

it is viewed as one of an agent’s many interleaved activitiexcluding scheduling, execution, and other negotiatidrgs view
plus the complexities of negotiation mentioned earlier ledsus to construct a two-level framework that makes the dexity
inherent in this view more tractable. In this two-level negtion framework, the negotiation process is performediti¢rent
abstraction levels to reduce the complexity of the searchadent thus reasons about and negotiates over more impiggaas

at the upper level, and then refines the rough commitmenkeabtver level in order to optimize its local plan and accordate

*This material is based upon work supported by the National Sciencel&tian under Grant No.11S-9812755 and the Air Force Research
Laboratory/IFTD and the Defense Advanced Research Projectscjgmer Contract F30602-99-2-0525. The U.S. Governmentioeaed
to reproduce and distribute reprints for Governmental purposes netaiiiting any copyright annotation thereon. Disclaimer: The views
and conclusions contained herein are those of the authors and shaué inderpreted as necessarily representing the official policies or
endorsements, either expressed or implied, of the Defense AdvRese@rch Projects Agency, Air Force Research Laboratory/IFEDohal
Science Foundation, or the U.S. Government.
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Figure 1: AgentA’s three tasks
additional constraints and uncertainties. The focus afwurk is on the decision-making process of negotiatiomerathan the
negotiation protocol or the language.

Let's look at an example to make these issues concrete. AgenAdam’s personal assistant agent. Agent A is designed to
carry out multiple tasks corresponding to Adam’s multiptalg in his life. Adam is a professor of Asian culture and laage
and he also has a family. His department chair asks him whhthean deliver a college talk about his recent researchitées
which requires some foreign material being translated.s Tdsk contributes to the goal of serving the college, remtes! by
generating certain amount 8f . (See Section 2 for explanation 8f Q). At the same time, he is planning to attend a research
conference. This task contributes to the goal of acaders@areh, represented by generating certain amout@f. Meanwhile,
his wife discusses with him the arrangement for their soimtidbay party. This task contributes to the goal of servimgfamily,
represented by generating certain amounf\bf) ;. Thus, there are three candidate tasks that appear in timelagé agent
A: prepare a talk for Adam’s college lecture, plan Adam’s 6 a conference, and organize a birthday party for Adams so
These tasks are associated with Adam’s different roles anttibute to different goals. The contributions of thessksaare not
interchangeable. Each task has a deadline request and ktgdaralternative ways for it to be performed. Figure 1 skdhese
three tasks. The upper-level view describes the temporataints (including the the earliest start time and thalliiea) for
each task, the abstracted plans for each task, the durdtibese plans and how they contribute to different goals€ims of
generating different type and amount of motivational qii@st (MQ)). For example, there are two different plans tocplish
task prepare talk plan P1 is to prepare the talk with doing the translationkdocally, plan P2 is to prepare the talk with
contracting the translation work to other agent. The loleeel view describes the detailed task structure for eask Epecifies
the execution characteristics for primitive tasks and #lationships among these primitive tasks. For example, d€xtribes
the detailed task structures for task prepare talk to prepare talk, two subtasksrepare materiabndmake slidesneed to be
performed in sequence. Toepare material, the agent needs to firffhd materialand thentranslate material There are two
different approaches to translate material, either togoertthe translation work locally or to contract the transiatvork out. To
make slidesthe agent can either ubandwritingor usepowerpoint There are more detailed descriptions of these represmmat
on different abstract levels in Section 2.

In our example, agent A needs to make decisions about whakts hould be performed, when, and how to perform them
(which alternative to choose). The possible negotiatishswWn in Figure 1) that agent A may be involved include:

1. Negotiation with the secretary agent about when the geltalk should be delivered. This affects the deadline oftéis&
prepare talk

2. Negotiation with a translator agent about the tmakslate materiglwhich includes when this task can be performed and how
much it costs.

3. Negotiation with a travel agent about the téslok ticket which includes when this task can be performed and how much i



costs.

4. Negotiation with agent W, the personal assistant ageAidain’s wife, about the taskrganize party whether agent W can
perform part of this task or the whole task.

These negotiation issues are inter-related, so calledtiimked” negotiation. The result of one negotiation affethe other
negotiations. Also the negotiations with different agemislves different organizational relationships, hereguires appropriate
negotiation attitudes. The previously presented mechafios multi-linked negotiation [14] and integrative negiion [17] can
be applied to this problem given the following architectang process, we will discuss these issues in detail in Sedti

In this paper, we take the position that it is reasonable tkentagh-level decisions about whether to (attempt to) perfo
tasks locally, or to negotiate over the tasks, without aildetanodel of task attributes. All that needed is a rough vidvthe
expected qualities of the different tasks, the expecteditopseof alternative ways to perform the tasks, and anyeiased resource
requirements. As in the early work in nonlinear planning [Bis important to leave flexibility in the higher level plao that as
more detailed constraints are introduced at lower leveletlis room to accommodate them.

For example, as shown in Figure 1 agent A needs to perfornptaglare talk and there are two available high-level plans for
the prepare talktask:

1. P1: prepare the talk with the translation work done Igcall

2. P2: prepare the talk with the translation work contracteto a translating agent ) )
Each plan has different quality, duration and cost characterisfidge planP? requests contracting a subtasknslate material

to another agent. From the high-level view, if agent A can findther agent to perform the subtdsknslate materiabefore
time 15 and with transferred utility less than 5, then pl&@ is the best choice. The availability of this commitment etffeagent
A local plan. If such a commitment is not available, agente®ds to choose the other pldi, for taskprepare talk P1 takes
longer to perform and hence makes it impossible for A to perforganize partyusing plan P1 (dinner at home) by its deadline.
By comparing these two schedules — the one with the commitoretranslate materiato the other local schedule without the
commitment ortranslate materiglagent A can determine how important it is to obtain a commithontranslate materiabnd
perform P2 instead ofP1.

However, not all issues can be modeled or totally decidedhemupper level. The upper level deals with the agent’s hagle!l
activity plan; it lacks detailed information about eachiatit. Hence it is difficult to reason about the agent’s detiactivities.
There are two kinds of issues related to decision-makingegotiation: 1) Those issues, which have strong influenceocal |
plan selection and involve utility transferred betweenragéi.e. an important non-local task or an important resetinat needs
to be obtained from another agent), should be negotiatadfitse upper level and rough commitments should be cortstidor
them. 2) However, we argue that those issues which haverl#asrice on local plan selection and involve reasoning athaut
detailed structure of the lower-level activities, do notén¢o be directly reasoned about on the upper level and doeeat to be
decided on the upper level. These issues include:

1. Internal relationships between subtasks that belong terifit high-level tasksk-or instance, the subtagtowerPoint(make
slides using PowerPoint) that belongptepare talkfacilitates the subtagbrepare presentatiothat belongs tplan conference
trip because part of the slides for the lecture can be reused irotiference presentation if the slides are done in PowetrPoin
format. This relationship is not visible from the highevdétasks. Besides, whether the subtBskverPointis included in the
plan for taskprepare talkdepends on which plan is selected for this task at the hilgivei-reasoning process. However, the
agent can exploit it to optimize its local schedule aftertifgher-level schedule is decided.

2. Uncertainty of the execution characteristics that are nistble on the higher levelThe agent is uncertain about the task’s
duration, cost and quality produced when it makes a plantaiheutask. Expected values (or other abstraction model, see
Section 4.3.2) are used in the higher-level planning aneainties are not taken into account. This leads to moreief
processing at the higher level. However, in certain situnetidetailed reasoning about uncertainty becomes impgantareking
a commitment. The lower level has detailed information akibe uncertainty of task execution, and since more context
knowledge is available along with the process, the higeeslicommitment can be adjusted to accommodate for unogrtai
For example, the higher-level plap2 for task prepare talkhas an estimated duration of 15, which is based on the expecte
value of the primitive tasks’ durations. Figure 4 shows theastainty information for each primitive task.

3. Internal resource requirements associated with loweeleasks.For example, agent A needs to use the fax machine for task
registration(Figure 1), but it shares the fax machine with several othents. Given the knowledge of the general usage of fax
machine, the agent knows that it is unnecessary to resesviaxtmachine when it builds its higher-level schedule. Bhew
the agent comes to arrange its local activities, it shoutsiwter this resource constraint.

IPlanning from first principles is not addressed in this paper. The telan™pere indicates a set of selected and ordered activities generated
by the scheduler from a set of candidate task structures — structuigs idkantify the alternative ways that a task might be performed and their
respective performance characteristics. The scheduler handlelsdive and the sequencing of tasks.



Considering the above issues, the agent may need to revisgyiter-level commitments through the lower-level negjain.
The agent may also have to reorder its lower-level actjtt® as to optimize its local schedule and commitmentsgceefhilure
possibilities, avoid conflicts and achieve higher utiitieA two-level negotiation framework is introduced in thisper. First
we will present the supportive frameworks in Section 2, thendescribe the basic underlying analytical ideas of thelewvel
negotiation framework in Section 3. Examples are used ttagxpow the framework operates in Section 4. Different nelva
models are discussed in Section 4.3. Section 5 shows how tliffsrent reward models affect the agent’s performaneetién
6 presents more issues in MQ level negotiation, and Sectgamnarizes this paper and discusses related work.

2 Supportive Frameworks

The multi-leveled negotiation is performed at differenstahction levels. In this work, th&/Q framework [13] is used for the
higher-level representation, while the TEMS frameworkif2lised to support the lower-level reasoning process. Hexvéve
basic approach is not restricted to these two frameworkbsyanfeel they can also be applied to other suitable task septation
frameworks, as long as the upper-level framework provided-gelated representation and quantitively reasoningtibfy and
temporal constraints, the lower level framework modelsited task structures and associated uncertainty andnessmiorma-
tion.

In the M @ framework, the execution of a task contributes, in a quatité manner, to the achievement of one or more agent’s
objectives. As part of this framework, there is a way of magphis contribution to an overall utility increase asstaiawith
the potential execution of a task, given the agent’s custate of achievement of different objectives. This enatilesagent to
compare tasks that are associated with different orgaoirmdtgoals, or tasks motivated by self-interested reatmunsoperative
reasons. Each agent has a sebbf)s or motivational quantities that it tracks and accumulalés)s represent progress toward
organizational goals and in certain cases may be used asiarmetiexchange. For example, in FigureM ()., M Q,, andM Q¢
represent the progress towards the college service, thie@daresearch, and the family service respective§Q)s represents
the monetary accumulation, which can be used as a mediuntbéage.M Qs are produced and consumed by task performance
where the consumption or production properties are deperuethe context. In the example shown in Figure 1, tasklb?
conference trigproduces som@/Q),., and also consumes soméQs. For eachM Q; belonging to an agent, it has a preference
function or utility curve Uy,, that describes its preference for a particular quantithefl/ (). Different agents may have different
preferences and organizational goals.

MQ Tasksare abstractions of a partial order set of primitive actidrag the agent may carry out/ ) tasks may havdeadlines
andearliest start timesEachM @ task consists of one or mord () alternatives (different plans), where each alternativieezo
sponds to a different performance profile of the task. Eathradtive requires some time durationto execute, produces some
quantity of one or moré/@Qs, called theM @ production se{MQPS), and consumes some quantity afQs, called theM @
consumption s¢tM QC'S).

The TAEMS task modeling language [2] (See Figure 4) is a doindiependent task modeling language. The agent’s camdidat
tasks are described in hierarchical structures with adtara ways of accomplishing tasks. The primitive tasks (rods) are
characterized by three features: quality, duration anthdagliscrete probability distributions. Quality des@#ithe contribution
of a particular method to overall problem solving. It is a domindependent concept. Different applications havéediht
notions of what the concept of quality models. Duration déss the amount of time that the method will take to execare],
cost describes the financial or opportunity cost associitdthe performing of this action. Theaf (quality accumulation
function) associated with each task describes how thetpsatif its sub-tasks contribute to the quality of this task.

Hard and soft interactions between tasks, caleflE's (non-local effects), are also represented in TAEMS andneasabout
during scheduling and negotiation. Hard task interactielneate hard precedence constraints sucbnablesand disables
Soft task interactions denote situations where the refguine activity canfacilitate or hinder another activity. Task resource
consumption and production behaviors are modeled in T/EMS$aisumesnd producestask/resourcéVLE's - theseN LEs
describe the quantity of resources consumed or producegskyekecution. Resource requirements of methods are gitioithx
modeled in TAEMS framework.

The M@ model [13] describes the agent’s organizational knowledymrit task utility but it does not support detailed modeling
of tasks and their interactions, and lacks of represemtatidhe uncertainty characteristics and resource reqeinésnof tasks.
These details are represented using the TAEMS [2] task nmgdaliguage. The proper integration of th&) and TAEMS models
and reasoning processes enables agents to reason abowrrdenizational level task value and to handle detailedilidig,
analysis, and implementation of tasks.
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Figure 2: A two-level negotiation framework
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Figure 3: Example of\/ Q) tasks

3 Overview of Basic Ideas

We begin by describing the overall flow of the process as degin Figure 2. In Section 4, we will elaborate what is happgn
in each step. In the two-level framework, an agent had/ap level view of its local activities, which is a set of potehthdQ
tasks, each associated with certaifQQ P.S and M QC'S. Figure 3 shows that agedt has threel/ @ tasks (the same example as
in Figure 1),71, T2 and7'3. T'1 producesM Q. from 9 units to 11 units, and it consumés$Qs from 2 units to 4 units. The
question-mark in the MQ consumption means that there isrtaingy caused by the MQ transferred between agents assdcia
with sub-contracted task, the amount of transferred MQ tschear at this time point. The amount of théQ varies depending
on what plan is used to accomplish tdBk. 9 units of M Q. will be generated using plan P1, and 11 unitshét). will be
generated using plan P2. The reason is that each plan haeedifiquality (See table 1 and Section 4.1). For €ala taskT’,
there is a TAEMS task group (task structure) that descriteeddtailed activities for this task, i.e. the task structliéél in Figure

4 describes the detailed activities in tésk. Different plans to accomplish the () taskT' can be generated from the TAEMS task
groupT'G by the Design-To-Criteria (DTC) scheduler [12], and ea@ngias different quality, duration and cost charactesstic
that affect theM QPS and M QC'S of the taskl’ (see Section 4.1 for details). This is the first step [stephbjmn in Figure 2,
which describes the two-level negotiation framework.

The extendedV/ @ scheduler generates a partial order schedule (Figure Binifiaates what tasks the agent should attempt
to execute, what plans are used to execute these tasks,eanddr of the executions. This schedule represents thé'sipest
choice about what activities it should do to maximize itsalagtility increase [step 2]. Based on these schedules,dgbatacan
reason about the utility of a specific commitment. Negaiiatn theM @ level is a multi-dimensional negotiation that includes
the amount of the transferret¥ , the temporal constraints and the quality constraints efdbmmitment. When there are
multiple related negotiations, the agent needs to decidénat order they should be performed and how [step3]. Alsoatient
can select which agents to negotiate with and the apprepregotiation attitude according to organizational refeghips and the
negotiation issues [step 4]. Th€Q level negotiation builds rough (partially-specified) corments for those issues that should
or could be reasoned about theéQ) level [step 5].

After building a localM @ schedule and rough commitments on &) level, the agent reorders its local activities on the
TAMS level [step 6]. In this reordering process, the agetitropes its local schedule by taking advantage of the ietationships
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Figure 4: Task structure for Tdrepare talk

name plan qg | c| d | MQPS| MQCS
MQ1 MQ2
TG1P1| (ml1l,ml12,m13)| 9 | 4| 20 9 4
TG1P2| (ml11, [m12], m13)| 11| 2 | 15 11 2

Table 1: Alternative plans for task Tdrepare talk

among low-level tasks/methods. Also the agent verifies ¢lasibility of its local schedule given rough commitmentsirthe
M@ level and those additional constraints from the TAEMS lestqd 7]. Negotiation on the TAEMS level involves refining #hos
rough commitments as needed. If the agent can find a feasitéé $chedule by reordering and renegotiation on the TEMS
level, it can execute its local schedule and perform all@t@dmmitments. If unexpected events cause conflict in theutxs
process, the agent needs to check if refining any commitnoantsolve the conflict. Otherwise, if the conflict can’t beotesd
given all current constraints, the agent needs to discaretsmmmitments (decommits), establish other commitmentdready
scheduled local activities and go back to the) level to reschedule, and possibly result in constructing cemmitments [step

8].

4  Through the Process

In this section, we will follow the steps described in Fig@ré¢o discuss this two-level negotiation in greater detaihgithe
example shown in Figure 1.

4.1 DTC Scheduler Builds Alternatives

The Design-To-Criteria (DTC) scheduler [12] is a domaiddépendent scheduler that aims to find a feasible schedulm#tehes
the agent’s particular criteria request. It is used oféltn build a library of alternative plans for achievement Gf&MS task
group. The thred/ @ level tasksl'1, T2 and7'3 are mapped into the task groupé&/1, T'G2 andT'G3 in the TEMS model. There
is a subtaskn12 of TG1 (See Figure 4) that potentially can be contracted to an@gent who is an expert on taskl2. The
DTC scheduler works of'G1 according to the following different assumptionsi2 is executed locally, angh12 is contracted
to another agent, and generates two alternative plans showable 1. For example, plan TGR1 represents the following
activities: find material(m11), translate material locallym212) andmake slides using powerpoi(h13). In plan TG1P2, task
m12 is performed non-locally, so the cost of m12 is not countegaas of the local plan. Each plan has different performance
characteristics, corresponding to &hQ) level alternative with different duration/QPS, and M QC'S. The quality and cost
characteristics of a plan affect tdgQ P.S and M QC'S of the task, and the influence can be described using dompendent
functions. In this example, the following functions deberhow the quality and cost characteristics of a @farare mapped into
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Figure 5: MQ level partial order schedule

the MQPS andMQC'S, for taskT'1:

MQPS : MQ1(P,) = quality(P,)

MQCS : MQ2(P,) = cost(P,)

This is a simple example of the mapping function. Howeveg,ttapping function could be more complex using more features
such as: the likelihood of meeting the deadline, the maxindenived quality rather than the expected, the resourceucoed
and produced, and the cost of resource, etc.

This abstraction process can be done off-line, and thesmative plans can be stored in the agent’s database. Nateatha-
tives are used in tha/(Q level scheduling process. A set of plans is selected aquptdi the current problem-solving context.
For example, if the current minimum quality request for thsktis 10, then those plans with achieved quality less thaard 0
discarded and not used by théQ scheduler.

4.2 MQ Level Scheduling

The M Q level scheduler does scheduling for these alternativéd pT'2 and7'3 to find the best schedule S1. If the plaG/1_P2
(m12is contracted out) appears in the scheduler S1, agemteds to consider contractingl 2 to another agent; otherwise, agent
A may choose to execute12 locally or not to performm12 as the schedule S1 recommends. Suppose the best schedule S1
includes thel’'G1_P2 plan and two other plans:

TG1_P2[duration:15 earliest start time:0 deadline:20]

TG2_P2[duration:10 earliest start time:0 deadline:30]

TG3_Pl[duration:15 earliest start time:20 deadline:40]

This is a partial order schedule as shown in Figure 5. Sineeetts no dependent relationship among these tasks due to MQ
resource production and consumption, so they can be exkicusay order, as long as the constraints of the earliesttstar and
the deadline are respected. Agent A compares the utilityebest schedule that includes the contracting planid, (S1), with
the utility of the best schedule without the contractingypd@m12 (S2). S2 is shown as the following:

T'G1_Pl[duration:20 earliest start time:0 deadline:20]

T'G2_P2[duration:10 earliest start time:0 deadline:30]

TG3_P2[duration:10 earliest start time:20 deadline:40]

The difference is the utility gained by contracting 2 to another agent. It is used by the agents to guide the négatian the
transferredV/ ) for contractingm12.

Marginal_Utility _Gain(m12) = Utility(S1) - Utility(S2)
Marginal utility gain specifies the local utility increment by contracting thisk&o another agent. On the other handrginal
utility costspecifies the local utility decrement for the contractorradsy performing this task without considering the potdntia
benefits the contractor agent can get from the transfevféilwith the task. These two measures are used by the agentgi® gui
the negotiation on the transferrdd@ [16]. The basic constraint of the quality request and theptaal constraint oin12 is

established based on the TAEMS level schedli@1(_P2) and theM @ schedule (S1). Agent A posts this task allocation proposal
as:

ml12, quality_request : 10, time_scope : |5, 15]

4.3 MQ Level Negotiation

The negotiation on th&/(Q level includes the following concerns:

1. For each issue in negotiation, there are multiple featilnat could be negotiated about, such as the transferredid@ifferent
approaches of the task and the reward model. The negotiationlti-dimensional.

2. For each negotiation session, there are different reggmii protocols available, such as single step negotiatamulti-step
negotiation. The agent needs to find the appropriate néigotiprotocol.



3.

Although we only focus on the negotiation of one non-ldeak in this example, it is often the case that there are pieilti
issues in negotiation and the negotiation on one issuetaffee negotiations on other issues. The agent needs toedibed
ordering of these negotiations and how it should negotiateaxh issues.

. Give the other agents in negotiation may have differegd@moizational relationships with this agent, the agent s¢ed¢hoose

appropriate negotiation attitudes toward other agentss filoblem can be addressed by introducingreiational MQ which
represents the relationship between agents.

The above problems have been studied as multi-dimensi@galtiation, multi-step negotiation, multi-linked neguaitbon and

integrative negotiation. The details are presented in 1#7,16], Those approaches all fit into this multi-leveled atedion
framework. In this section, we only focus on how the agentaslan appropriate reward model that takes into account the
possible further refinement of the rough commitment. Agéntkl rough commitments as a result of théQ level negotiation.
Future refinement as a result of the lower-level negotiasqrossible given the range specified by the rough commitnEms
refinement will affect the flexibility of the commitment andrice affect the value/cost of the commitment. Thus agerd tte
negotiate over the reward model which specifies how the mefmeis related to the value of the transferiéd). Since the reward
model is related to the negotiation on both levels, we wikdss it in detail. More discussion of other issues in MQ tiagon

will be presented in Section 6.

4.3.1 Reward Models

Agents build rough commitments as a resulflét) level negotiation. We use the term “rough commitment” beeathe specifi-
cations can be ranges rather than points; these rangesfatibvr refinement. For example, a rough commitmerauld specify
the temporal constraint for the contracted t@6K to be started and completed somewhere betw&en2]. f(c) denotes the
flexibility of commitment c,f(c¢) = %; d denotes the estimated duration/®f.. For example, given a commitment c1 on
task m12 with time scope [5, 15], suppose the duration of e then the flexibility of this commitment c1 is $362=2). If
f(e) > 0,t2 > t1+d, itis possible to refine this commitment by restricting tfainge tq[t1 + =, t2 — y|, (12 —y) — (t14+z) > d;
hence the flexibility of the commitmeit(in terms of whenV L can be performed) is reduced. Because the flexibility igedla
to the value/cost of the commitment, the agents need to corme agreement on how the latter refinement is related to the va
of the transferred MQ. There are two possible models:

1.

Pre-paid flexibilitymodel. The contractee ageht paysvl of M Q, for the contractor agenk to perform taskN L during

any time period (not shorter thaf) within [t1, ¢2] as agentZ requests. This agreement provides agéntith the freedom to
further refine this commitment, and agdhtagrees to accommodate any request from agamithin the pre-defined range. No
matter what request agebtwill make, or even if agenE’ does not make any further requests, agemtill receivewv1 of M Q;

as decided in the rough commitment. For example, if the camerit c1 on m12 is associated with this pre-paid flexibility
model, agent A can request the translator agent to perforghdufing any time range within [5, 15] as long as the scope is no
less than the duration 5, such as [5, 11], [7,12], or [9, 18]e Translator agent will accept this request because agéasA
already paid for this flexibility.

. Dynamic flexibilitymodel. The contractee agehtpaysv2 of M Q); for the contractor agem® to perform taskV L within the

range of{t1,¢2]. If agentE requests a restriction on this range[td + z,t2 — y|, (12 — y) — (t1 + z) > d and if agentR
could accept this request, ageénwill pay ((z +y) x5+ 1) * v2 of M@, to agent RS is a parameter that can be adjusted, the
agents can negotiate on the valuejofAgent R would decide to accept this additional refinemeqtiest or not, according to
its current problem-solving context. If ageRtdoes not accept this request, it is still obliged to perfdyth during[¢1, ¢2] and

in turn is guaranteed to ge® of M@, as the rough commitment defines. For example, suppose thaito@nt c1 on m12 is
associated with this dynamic flexibility model, an2l= 5, 5 = 0.2, if agent A asks the translator agent to perform m12 during
[5,11] and the translator agent can decide to accept thigesg@r not. If it does, agent A will payt = 0.2 + 1) x5 = 9 units of
MQ); to the translator agent for this refinement. Otherwise agemtll still pay 5 units of M Q; and the translator agent can
perform m12 during [5, 15] according to the original commeétm

These two models provide different degrees of freedom feragents. The agents can choose a model according to the

constraints and uncertainties of their local activitiesulyithe negotiation process.

4.3.2 Reasoning about Uncertainty

The general approach to accommodate uncertainty in thigtia¢ign framework is described as follows. The uncertadtiscussed
here refers the uncertainty in the estimation of the exenutharacteristics (i.e. duration, quality, and cost) oéetivity. In the

lower-level reasoning process, uncertainties are reptegas statistical distribution®'(: {v1(p1);...; vi(p:); --; v (Pn) }), which

means) has a probability op; to have a value of;. Uncertainty information is abstracted as:

1.

expected valuef (V);



2. marginal valuer; andv,,;
3. measure of above uncertainty
UV) = =5, pi *log(p:) » gt
4. probability of above expectatiodd (V) = 3=, . - gy pi * (vi — E(V)).

For example, giveiv : {2(0.4),4(0.6)}:

E(V)=2%04+4%0.6=32

U(V) = 0.4 % log(0.4) 22321 1 0.6  1og(0.6) » U522 = 0.093

A(V)=0.6% (4 —3.2) =0.48

This abstracted information is used in the upper-leveloemg process. The upper-level process does not deal vattdtailed
distribution information. Given the measure of above utaety U (1) and the probability of the above expectatidfiV’), the
agent chooses the appropriate reward model(I) is large (bigger than a pre-set limit, this pre-set limit eajusted by the
agent based the learning from its experience.J/ (V) is large, the agent chooses the pre-paid flexibility modehhse of the
high probability of future change. Otherwise it choosesdiiramic flexibility model to save some cost on commitmente Th
marginal value is attached to the commitment to describieatpecified item in this commitment may need to be changetéy t
extent of the marginal value. If the contractee agent prestis accommodate this change when requested by the contigent
(pre-paid flexibility model), it can charge a higher price flois commitment but it also needs to reserve enough rooms ingal
schedule for the future change. Otherwise, the contragfestaan choose the dynamic flexibility model. In this waydés not
promise to accommodate the future change. When the contegggat requests a change, it checks its local schedule tbthee
change can be guaranteed. If so, an extra cost is added wdhehahge really happens.

4.4 TAMS Level Negotiation

earliest start time:20
deadline:20 deadline:30 deadline:40

[Tl(TGl_PZ) ] [TZ(TGZ_PZ) MT3(3_P1) ]

d:5

) nonlocal tas
X/ resource

facilitates

Figure 6: Agent A's TAEMS level tasks

Figure 6 shows agemt’s current tasks and the required negotiation issues. Adentrrently has three taskgl, 72 andT'3.
All methods appearing in this figure are those constructimgpian?’ G1_P2, TG2_P2 andT'G3_P1. T'1 has a deadline of 20;
T2 has a deadline of 30, arid3 has an earliest start time of 20 and a deadline of 40. Thessraams come from thé/(Q level
scheduling. Also there are two commitments built at 3i€) level for the non-local methods mfi215] and m2210, 20]. The
agent tries to satisfy all these constraints when arraritgrigcal activities. However, there may be other constsdiinat agent
needs to consider. These constraints come from the resmgquEgements and the relationships among those subteaaksealong
to other high-level tasks: they are not visible to &) level scheduler so they are not reflected in #€) level schedule. Two
examples are shown in Figure 6:

1. There is a facilitates relationship betweemn3 andm?23. If agentA can complete m13 before it performs23, the execution
of m23 will be facilitated in terms of getting better quality, splmg shorter duration or lower cost. So agehheeds to add
this additional temporal sequence constraint3 — m23] into its partial order schedule, if it wants to exploit thisfitates
relationship (shown in Figure 7).

2. The execution of methodk21 needs the resoure@l. The resource21 may be managed by a resource manager or may be
shared with other agents. Age#atneeds to find out what time21 is available so it can arrange the execution time of method
m21.
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Figure 7: TEMS level partial order schedule

The reordering process considers all methods containdteiMi) level schedule. It takes into account the interrelatigoshi
among tasks, the resource request constraints and the oongimitments built at thé/Q level negotiation. A partial order
schedule (Figure 7) is built as a tool for the agent to reabonitethese temporal constraints. For example, resultorg theM @
level negotiation, ager® will perform taskm 12 for agentA between time 5 and 15, and agéntvill perform taskm22 for agent
A between time 10 and 20. Given that the resouiZkis only available from time 10 to 15, ageAtcan't find a feasible local
schedule. One solution is to negotiate with agénb push the start time of,22 to 15 instead of 10 (suppose the duration of
m?22 for agentC' is 5). If the commitment om22 between agentd andC is the pre-paid flexibility model, then agefitwould
accept this request. Otherwise, if the commitment is aagagtiwith the dynamic flexibility model, ageitneeds to reason about
its local partial order schedule to determine if it can grtiig request. If it can, agerd will get extra M @) from agentA4 as a
result of theM Q level negotiation. If this refinement negotiation is susfels agentd can generate a new feasible local schedule
(m12 and m22 are executed non-locally):

m11[0-5]m12[5-15]m13[15-20]
m21[10-15]m22[15-20]m23[20-25]
m31[25-30] m32[30-35] m34[35-40]

Besides the additional constraints caused by resourcéreegents and the relationships among those subtasks tloatgot
different high-level tasks, the other reason for TAEMS leegjotiation is the uncertainty of task execution.

4.5 MQ Level Rescheduling

If the refinement negotiation fails and agethican not find a feasible local schedule given all local coingsaagentA has the
following choices:

1. Select a similar plan with a different schedule and trydlves the conflict. For example, if the refinement negotiafiaiis,
agent A may switch to plan TGP1 or TG2P1 to see if it will solve the conflict.

2. Discard some impossible tasks/commitments. For exaragnt A can choose to discard task T3 or to negotiate withtalye
and ask it perform some parts of task T3 in order to solve tindlict

3. Reschedule at th& ) level, given the current commitments, tasks, and newlyedrtasks. For example, agent A can resched-
ule its currentM @ tasks including newly arrived tasks, and find what is the belsédule given the current commitments.

The first two choices cause the agent to generate a schedidk ishdifferent from the original one that was optimal given
the knowledge at the time of scheduling; hence the ageritit/wtichievement won't be as good as it expects. Howeves, th
choice of rescheduling on the @ level may involve much higher cost compared to the first twaicds, although it promises to
provide an optimal solution given all current knowledge.t@®agent needs to compare the loss of utility as a resultlofxfimg
a sub-optimal solution to the cost of rescheduling.

5 Experimental work

The experimental work studies how the two-level negotratiechanism affects the agent’s performance compared te-tewvel
negotiation, and how the upper-level negotiation (the @of reward model) affects the lower-level negotiation hedce affects
the agent’s performance. The setup of the experiment is shiowigure 8. Three agents were built, agent X, Y and Z. Each
agent handles different types of tasks. Type A tasks arelbdibg agent X, type B tasks are handled by agent Y, and typsks ta
are handled by agent Z. Type A tasks are complicated taskscmmplish a task of type A, agent X needs to sub-contrakt tas
TA2 to agent Y and task TA11 to agent Z. The sub-contractirnggss of tasks are performed through negotiation as deslcrib
previously in this paper. New tasks of each type were rangagaherated with different rewards and deadlines withitader
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Figure 8: Experiment setup

ranges. Agents decide whether to accept a new task, wheridb firand how to finish it according to the process descrilbed i
Section 4. Uncertainties are introduced by the executionpoment that generates the execution time for a task acaptdiits
statistical distribution (as the example shown in FigureS9)me tasks took longer time to be finished than expected;hwarie
referred as “late task”. This scenario represents a clagsoblems with real-time uncertainties on tasks’ executiores, where
some of the commitments may be changed to avoid the missidgaaflines. If a task takes longer than the expected timegyt m
cause other tasks to miss their deadlines. The lower-legbtiation occurs when this delay can be avoided by refinimges
rough commitments of non-local tagk$our different policies are tested:

1. Fixed policy: The commitment built on the upper lev&l @ level) is fixed; there is no lower-level re-negotiation tfime the
commitment from the upper level. This is a one-level negiotiecase.

2. Dynamic flexibility policy: The agent always chooses dyaamic flexibilityreward model in the upper-level negotiation.
3. Pre-paid flexibility policy: The agent always choosesphe paid flexibilityreward model in the upper-level negotiation.

4. Decision-making flexibility policy: In the upper-levetgotiation, the agent chooses eitherdlygaamic flexibilityreward model
or thepre-paid flexibilityreward model according to the abstracted uncertainty finddion, as described in Section 4.3.2.

The entire experiment contains 225 group experiments. Bamp experiment has the system running for 1000 time cficks
four times and each time the agents use one of the four diffeteategies. We focus on the performance of agent X bedtisse
the only agent who needs to sub-contract its subtask to agents. Figure 9 (each data point is an average over all watbethe
same number of late tasks) shows that when the number ofdlsits increases, the agent’s performance decreases sigthyfic
without the lower-level negotiation (using the fixed pojic¥he reason is that the agent can not get the expected revitai@lit
finishing the task on time; additionally it has to pay a decamrant penalty. The lower-level negotiation helps the ageadjust
its previous commitment with the other agent, so as to avassing deadlines of tasks. As the number of late tasks isesgdhe
performance of the dynamic flexibility policy decreases;ehese the dynamic flexibility policy can not guarantee theeess of
the lower-level negotiation. Whether the other agent asciyet adjusted request depends on its current problem gateimext.
With the pre-paid flexibility policy, the agent’s perform@mnis almost stable regardless of the change of the numbateofasks.
The agent always pre-pays for the flexibility to adjust thegto commitment whether it needs it or not. When the number of
late tasks is small (less than 9), the agent actually waste® ©f its potential gain by paying for flexibility it does no¢ed.
The decision-making flexibility policy brings the agent tihearly-best performance in all situations, because thetage reason
about when it may need flexibility and can pre-pay for it, orewht may not need extra flexibility and can save money on the
contract.

2The other reasons for lower-level negotiation, such as additionalregmts caused by resource requirements or reordering of the lowadr-le
tasks, didn’t occur in this experimental setup; however, the two-lexgbtiation mechanism is capable of supporting re-negotiation caused by
reason of any type.

11



compariscon of four protocols

500 g——= T T
“é:\ fined ——
N dynamic --—%¥--
%h“_ prepaid ---#¥---
R decision-make -—8--—-
500 iy
o
c 400 . L
[> oo
E
o
=
U
=
g
H 300
4
puj
A
a
o
2 zoo
loo
o 1 1 1
a 5 1o 15 20

number of late tasks

Figure 9: Agent X's performance using different policiesemtuncertainty changes

6 More Issues in MQ Level Negotiation

In this section, we will address more issues in MQ level niagjoh. We will discuss in the framework presented previgusow
the agent deal with multiple related negotiations, and Hoevagent can choose appropriate attitude towards diffexgenits in
negotiation.

6.1 Multi-Linked Negotiation

It is often the case that there are multiple issues in netijmtiaand the negotiation on one issue affects the negatisiton
other issues. The agent needs to decide the ordering of tieggeiations and how it should negotiate on each issue. &uch
situation is call “multi-linked negotiation”, where an age@eeds to deal with multiple negotiation issues which el&ted to each
other. The relationship among these related negotiatsresare analyzed and classified into two categoriediteetly-linked
relationship and thandirectly-linkedrelationship. In airectly-linkedrelationship, issue B affects issue A directly becauseeissu
B is a necessary resource (or a subtask) of issue A. The ¢bestics (such as cost, duration and quality) of issue Batly
affect the characteristics of issue A. For example, as showigure 1, the negotiation with a translator agent aboettésk
translate materials directly related to the negotiation with the secretargragabout when the college talk should be delivered,
because when the translated material is available diraeffiicts when the presentation can be ready. On the other raad
indirectly-linkedrelationship, issue A relates to issue B because they cenfpetise of a common resource. For example, the
negotiation about the tagkrepare talkis indirectly related to the negotiation about the tasffanize party because given the
limited computational resource of agent A, when it can penfthe taskprepare talkaffects when it can perform the tagkganize
party.

In order to minimize the conflicts and maximize the utilityarmulti-linked negotiation problem, the agent needs to fimd a
appropriate partial ordering of these negotiation issmelsasgsign suitable scopes for those attributes under a¢igoti To solve
this multi-linked negotiation problem, we first construtte partial order scheduler that enables the agent to redmnrt the
time related constraints on different negotiation issd@s examples of partial oder schedule are shown in Figured5rar his
reasoning tool enables the agent to recognize situatiomsenihis possible to concurrently negotiate individually different
issues without worrying about interactions among theiutsohs. The partial order scheduler also enables the agaeason
about and manage the flexibility attached to each negatigiue. Experimental work [14] shows that effective reaspabout
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Figure 10: Different mapping functions o Q,, /;

and management of the flexibility in multi-linked negotiatican significantly improve the performance.

Furthermore, we constructed a formalized model for the ifinked negotiation problem, based on the relationshipsrg
negotiation issues. Each negotiation issue is represexgad node with links to other issues representing its dydictked
relationship with those other issues. Each negotiatiameisss a set of features (attributes) associated with its& Features
either have been decided by other agents or the environhoieiamstance or need to be negotiated over. Jimxess probability
of an issue describes how likely the negotiation over thésigswill be successful. It depends not only on the start tifne o
the negotiation, which is decided by the ordering of all tegatiation issues; but also on other features of the issioh, a&s the
reward and the flexibility. Based on this model, a searchrilyn can be used to find the best negotiation approach,dirathow
to order the set of negotiations and what values are assigrtbdse features under the negotiation. A best negotiajpmoach
means that if the agent follows this approach, its expectiéity will be maximized. We developed a heuristic searcgcaithm,
which significantly reduces the search effort. Experimlentak [15] has evaluated the negotiation approaches gereblyy this
search algorithm and performance is greatly improved dwesd simple pre-defined approaches.

When the agent performs MQ level negotiation, the mechandssribed above are used to find a near-optimal negotiation
approach for multiple related negotiations. Based on fhis@ach, the agent can decide in what order the negotiatiomsd be
performed and how. For example, in Figure 1, based on thisoaph, agent A can decide that in what order the four negmtisit
should be performed, in parallel, or in sequence (and in watience), or some of them in parallel. Also agent A can find ho
to negotiate on each task so as to avoid conflict with otheesand still have a good chance to get successful results.

6.2 Integrative Negotiation

Given that the other agents in negotiation may have difteoeganizational relationships with this agent, the agereds to
choose appropriate negotiation attitudes toward othemtagé the example shown in Figure 1, when agent A negotiétetive
secretary agent, the translator agent, the travel ageshagent W, it needs to choose different negotiation attgupending on
the relationship with the other agent and the issue in natioti.

Traditionally, negotiation research falls into two brodasses: cooperative negotiation [1, 5, 11] and competitegotiation
[9, 10]. In competitive negotiation, agents are said teélé-interestednd negotiate to maximize their own local utility. In coop-
erative negotiation, agents work to find a solution thatéases their joint utility — the sum of the utilities of all sived agents.
Actually, there are many other options between the two mereof self-interested and cooperative. These other aptiepend
on the importance the agent attaches to the increase of itautility relative to the importance it attaches to the otagents’
utility increases. In a complex agent society, an agentneiid to work with other agents from a variety of differentagmgational
positions; hence the agent needs to quantitatively reasout @ach negotiation session so as to choose an apprapgigation
attitude. In other words, the choice for the agent is not ‘jsslf-interested” or “cooperative”, but how cooperatiteiould be.

For instance, in the example shown in Figure 1 agent A may teee more cooperative to agent W and the secretary agent, tha
to the translator agent and the travel agent.

This layer negotiation framework supports an integratigatiation mechanism [17], which allows the agents to ce@asego-
tiation attitude along the spectrum from one that is purelfrisiterested to one that is completely cooperative. Tieghanism is
based on théZ @ framework described in Section 2. Besidesdbal related M Qs that are used to represent the progress toward
organizational goals, we introduced a new type of M@lational MQ, as a way of supporting a range of negotiation attitudes.
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task name| est | deadline| process time MQPS
Task1l | 10 20 10 [MQg,3], [MQpeyt, 7]
Task2 | 10 30 10 [MQg,4]
Task3 | 10 20 10 [MQs,9]

Table 2: Three Candidate Tasks

An agent’s preference faelational MQrepresents how cooperative it is with other agents conegreertain negotiation issues.
Different preference functions, including both linear étions and non-linear functions, can be used to represéattamships
between agents. L&t/ Q¢ be the relational/ @ transferred from agent A to agent B when agent B performsttisiagent A.
The amount of the transferred @, is used to represented how important this taskfor agent A (measured by the increase
of its local utility by having this taskdone). The function that maps into agent B’s (virtual) titileflects how cooperative agent
B is toward agent A on this issue

For example, Figure 10 shows four different functions foppiag A/ Q,,,, to agent B’s utility. Function F1, F2 and F3 are
linear functions:U, (M Quq/:) = k * M Qpq e

e Whenk =1 (F1),Up(MQya/¢) = M Qe = Ua(t) (Ua(t) denotes the utility agent A gained by transferring t), thgerda B
is completely cooperative to agent A.

e Whenk > 1 (F2),Us(MQpa/t) > MQuaye = Ua(t), then agent B is accommodative to agent A.
e Whenk < 1 (F3),Us(MQpa/¢) < MQuaye = Ua(t), then agent B is partially cooperative with agent A.

The mapping function could also be a nonlinear function (fh4} describes a more complicated attitude of agent B totagen
A, i.e., agent B being fully cooperative with agent A untirtzgn amount ofM/ @, /; has been accumulated and then becoming
self-interested.

This uniform mechanism allows an agent choosing differegotiation attitudes using the same negotiation proto&yl.
changing the preference function associated with theioelalt MQ, the negotiation attitude can be easily adjustembating to
the agent’s organizational goals and the current envirot@heircumstance. Since the decision making process depamthe
output of the MQ scheduler, and the MQ scheduler can handlelédtional MQjust as othe/ s, so this framework can support
the agent to choose a negotiation attitude of any type from fourely self-interested to totally cooperative. For eglensuppose
agent B receives three task proposals with the specificatleacribed in Table 2. Task 1 from agent A with 7 units retalitf -
MQyq/, and 3 unitsM Qg (M Qg is a normal type MQ). Task 2 and 3 come from other agents wittefational MQ. If agent B
is completely cooperative to agent A € 1), the best MQ schedule produced is as following:
[10,20] Task 1 [20,30] Task 2
Agent B will accept both task 1 and task 2. If agent B is setéiiasted to agent Ak(= 0), the best MQ schedule produced is as
following:
[10,20] Task 3 [20,30] Task 2
Agent B will accept both task 2 and task 3, but reject task 1.

7 Summary and Related Work

This paper explores a two-level approach to negotiatiortiitlvan agent reasons about and negotiates over more impisgaes
at the upper level (MQ level), and then refines the rough cameiits at the lower level in order to optimize its local sakied
and accommodate additional constraints and uncertaiotiesecution behavior. Other researchers have proposetitlaydred
agent architectures, but to our knowledge, none has focosddyers of negotiation. One example of a multi-layerednage
architecture is the InterRaP [4], which includes three m@hdyers: cooperation layer, plan-based layer and behdnased layer.
This architecture is based on BDI agent model [7], whichfiedint from the utility-driven, quantitatively-reasoigi agent control
model in our work. Durfee and Montgomery [3] have presentéitearchical protocol for coordinating multi-agent beioas.
DECAF [4] has also suggested a layered architecture bassepamation along functional lines, such as planning, sdivepand
executing. However, these architectures have not addtesganizational concerns in the agent’s goal selectiooges, as we do
through the MQ framework, and none of them is focused on shgdyf the layered negotiation as our work does. The twotleve
scheduling process in this work is related to the early warkierarchical planning [8] in the sense of decomposing lprab
into different abstraction level to reduce complexity. Hwer, the contribution of this work is not on planning or sihleng
technologies but on the integration of the negotiationglenimaking process and the agent’s layered schedulingepso

Rather than a stand-alone process, in this work, negati&iviewed as one part of the agent’s activity, which is tightter-
leaved with the planning, scheduling and execution of tlentig activities, including other negotiations. This rgoition has led
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us to a layered negotiation framework that allows us to haatitd complexity inherent in this view. In this framework, agent
reasons about and negotiates over more important issules apper level (MQ level), and then refines the rough commitme

at the lower level in order to optimize its local plan and anowodate additional constraints and uncertainties. Exesmgole used

to explain how a number of different technologies, such as MEMS and DTC can be incorporated to support sophisticated
negotiation. Additionally, agents can choose an approprieward model in the higher-level negotiation accordmthe uncer-
tainty measure; hence, the agent can pay for its local fliyibkd accommodate the future uncertainty. The two-levagatiation
framework enables the agent to reason about complicateatiaggn issues and uncertainties in a more modular and atanp
tionally efficient manner. It also allows the agent to reagbaut the organizational concerns, implementation ofatives, and
negotiation and re-negotiation decisions in an integrateygl This architecture opens up a wide variety of future wairkctions.

We are especially excited about the potential of its usetfatysng agent behavior in a complex organizational context
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