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All the Needles in a Haystack: Can Exhaustive Search
Overcome Combinatorial Chaos?

Jurg Nievergelt, Ralph Gasser, Fabian M&aumlser, Christoph Wirth

Abstract

For half a century since computers came into existence, the goal of finding elegant and efficient
algorithms to solve ““simple" (well-defined and well-structured) problems has dominated algorithm
design. Over the same time period, both processing and storage capacity of computers have increasec
roughly by a factor of 10"6. The next few decades may well give us a similar rate of growth in raw
computing power, due to various factors such as continuing miniaturization, parallel and distributed
computing. If a quantitative change of orders of magnitude leads to qualitative changes, where will

the latter take place? Many problems exhibit no detectable regular structure to be exploited, they
appear “chaotic", and do not yield to efficient algorithms. Exhaustive search of large state spaces
appears to be the only viable approach. We survey techniques for exhaustive search, typical
combinatorial problems that have been solved, and present one case study in detail.
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1. The Scope of Search Techniques

The concept of search plays an ambivalent role in computer science. On one hand, it is one of the
fundamental concepts on which computer science is built, perhaps as fundamental as computability or
complexity: any problem whatsoever can be seen as a search for “"the right answer”. On the other
hand, despite its conceptually clear algorithmic nature, the problem domain “search" has not
developed as rich a theory as, for example, algorithm complexity. When discussing search, a dozen
unrelated techniques come to mind, ranging from binary search to fashionable trends such as neural
nets or genetic algorithms.

The field of artificial intelligence has, at times, placed search at the center of its conceptual edifice.
For example in the dichotomy of ““search” versus ~“knowledge" as complementary or competing
techniques to achieve "intelligent” behavior. Although the distinction between "“search" and
“knowledge" has an intuitive appeal (" "'where is it?" as opposed to "there it is!"), it is difficult to pin
down. At the implementation level, it is often reduced to a distinction between a data structure (the
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“knowledge" of how data is organized, e.g. a binary search tree) and its access algorithms, e.g. the
operation "“find". The efficiency trade-off between knowledge and search turns merely into issues of
preprocessing time and query time.

A discussion of search in general, independently of any specific problem, leads to four main concepts:

1. State space, or search spac€&he given problem is formalized by defining an appropriate set
of “states" that represent possible configurations we may encounter along our way from the
initial problem statement to a solution. In interesting search problems, this set has a rich
structure, and hence is called a ““space". The structure typically includes an adjacency relation
to express the constraint that in a single step, we can only go from the current state to an
adjacent state. Thus the state space is often modeled as a graph with directed or undirected
edges. Various functions may be defined on the state space or on the set of edges, such as exac
or approximate values to be optimized, and exact or estimated costs of going from one state to
another.

2. Goal, or search criterion. This can vary widely with respect to both quantity and quality: from
a single desired state to an exhaustive enumeration of all the states in the space; and from
accepting only exact matches, or globally optimum states, to approximate matches, local
optima, or heuristic values with unknown error bounds.

3. Search algorithm, a framework for specifying a class of possible traversals of the state space.
Examples: greedy, gradient, or hill-climbing techniques, where each step is taken with the sole
criterion of an immediate gain, regardless of past history or future consequences; or backtrack,
a systematic enumeration of all states that meet given constraints. The direction of search can
vary: from a given initial state to goal states, or, if the latter are known but paths leading to
them are unknown, from the goal states back towards the initial state. Bidirectional search
[Pohl 71]and other combinations are of interest.

4. Data structuresused to organize the chosen search, such as: remember what part of the state
space has been visited, find one's way to yet unexplored regions, store the collected
information. A stack for depth-first search (DFS) and a queue for breadth-first search (BFS) are
the most prominent examples, but combinations of these two and other structures, such as
union-find, frequently occur.

The first two concepts, state space and goal, lend themselves to a rough but meaningful
characterization of most search algorithms into the four categories described below, depending on
whether:

¢ the state space has a regular structure to be exploited, such as a total order, or not, i.e. its only
known structures are irregular, ““random",
* the search goal is exact or approximate.

Regular structure, exact goal.Typical table-look-up techniques in a totally ordered space, such as
binary search or interpolation search. Iterative techniques for finding zeros or minima of functions
with special properties, such as Newton iteration or Fibonacci search for the minimum of a unimodal
function. When the state space is a Cartesian product of totally ordered domains, such as
d-dimensional Euclidean space, fast search techniques still apply in many cases.

Regular structure, approximate goal.Includes approximate pattern-matching algorithms, typically
in 1 dimension (strings) or 2 (pictures).

Irregular structure, exact goal. The domain of exhaustive search techniques, such as sieves,

backtrack, DFS, BFS, or reverse search for systematic enumeration of a state space, or retrograde
analysis of of combinatorial puzzles and games.
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Irregular structure, approximate goal. The domain of heuristic search. Includes greedy, gradient or
hill-climbing techniques to find a local optimum. Along with enhancements to escape local minima to
continue the search for better ones, without ever knowing whether a global optimum has been found.
Includes simulated annealing, genetic algorithms, neural nets, tabu search.

This paper is about the class of search problems we call ““state space of irregular structure, exact
goal". Almost by definition, these problems can only be approached by techniques called “exhaustive
search". Exhaustive search algorithms visit the entire state space in the worst case, and a significant
fraction on the average. For any state not visited (" pruned"), a rigorous argument guarantees that
visiting it would not change the result. This class includes dynamic programming, branch-and-bound,
and alpha-beta evaluation of game trees - search algorithms that make extensive use of bounds to
prune the search space.

At the risk of oversimplification we venture some comments about the relative importance of each of
the four aspects mentioned above from a programmer's point of view.

1. Designing an effective state space is the first and foremost step! The main point to remember is
that, in constructing a state space, the designer has the greatest opportunity to bring
problem-specific knowledge to bear on the efficiency of the search techniques. This is the
domain of conceptual clarity, common sense, and mathematics. Representations that exploit
symmetry to avoid redundancy; heuristics that detect good candidates early without wasting
time analysing poor candidates; theorems that preclude solutions from lying in certain
subspaces, or assert lower or upper bounds on the value or cost of solutions, can turn a search
problem from infeasible to trivial.

2. The goal is rarely under control of the programmer - it is given by the problem statement. It
may be useful, however, to gather experience by first relaxing the goal, so as to reach a partial
objective soon.

3. The choice of search algorithm, i.e. the class of traversals of the space that are considered, is
often predetermined by characteristics of the problem. Available choices have clear
consequences. Among forward searches, for example, DFS requires less temporary storage for
its stack than BFS does for its queue, hence BFS may be impractical for a large problem. As
another example, a backward search such as retrograde analysis is feasible only if all the goal
states can be listed efficiently, i.e., an enumeration problem is solved first. Thus, it cannot be
argued that one exhaustive search techniqgue dominates others across the board. This situation i
in contrast to heuristic search, where each of several fashionable paradigms (simulated
annealing, neural nets, genetic algorithms, etc.) can often be used interchangeably, and each has
its proponents who proclaim it a superior general-purpose search technique.

4. Data structures are the key to program optimization in the small. A good implementation often
saves a constant factor but is hardly decisive.

2. Emerging Achievements of Exhaustive Search

Exhaustive search is truly a creation of the computer era. Although the history of mathematics records
amazing feats of paper-and-pencil computation, as a human activity, exhaustive search is boring,
error-prone, exhausting, and never gets very far anyway. As a cautionary note, if any is needed,
Ludolph van Ceulen died of exhaustion in 1610 after using regular polygons of 2°62 sides to obtain

35 decimal digits of Pi - they are engraved on his tombstone.

With the advent of computers, ~“experimental mathematics" became practical: the systematic search
for specific instances of mathematical objects with desired properties, perhaps to disprove a
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conjecture or to formulate new conjectures based on empirical observation. Number theory provides a
fertile ground for the team ~“computation + conjecture”, and Derrick Lehmer was a pioneer in using
search algorithms such as sieves or backtrack in pursuit of theorems whose proof requires a massive
amount of computatiofLehmer 53 64]We make no attempt to survey the many results obtained

thanks to computer-based mathematics, but merely recall a few as entry points into the pertinent
literature:

* the continuing race for large primes, for example Mersenne primes of form 2”p-1
e the landmark proof of the “"Four-Color Theorem" by Appell and H 77
e recent work in Ramsey theory or cellular-autonjiitargan 93]

The applications of exhaustive search to which we refer in more detail is the esoteric field of games
and puzzles. Because their rules and objectives are simple and rigorously defined, and progress can be
guantified, games and puzzles have long been embraced by gamdubedigumann 43]

[Berlekamp 82fand artificial intelligence (Al) communities as ideal testing environments. Chess was

long regarded as the "“drosophila of artificial intelligence”, and if four decades of experimentation with
chess-playing machines has taught us anything at all, it must be the amazing power of massive search
to amplify the effect of a meager amount of game-specific positional knowledge. It has become

evident that brute-force search suffices to play chess at a level of skill exceeded by at most a few
hundred humans.

We are not concerned with heuristic game-playing in this paper, we are interested in ““solving" games
and puzzles by exhaustive search of their state spaces. Games successfully solved include Qubic
[Patashnik 8Q]Connect-4Allen 89], Go-Mokul[Allis 94], and Merrils or Nine Men's Morr[&asser

94], [Gasser 95][Allis 94] surveys the state of the art and lists all games known to have been solved.
Exhaustive search has also been applied to puzzles, which can be considered to be one-player games.
For the Rubik's cube there is an algorithm by Thistlethwaite which provably solves any position in at
most 52 moves, while a recently introduced algorithm seemingly solves any position in at most 21

moves[Kociemba 92]

Sam Loyd's 15-puzzle (15 tiles sliding inside a 4 by 4 matrix) has so far resisted complete solution,
although interesting mathematical results have been obt@iigson 74] shows that the state space
decomposes into two independent subspaces. When generalizedxmpnozzle, finding optimal

solution is NP-completgRatner 90] whereas non-optimal strategies are polynof@iatrow 92]

But as is often the case, such mathematical results for gergiva little or no hint on how to

approach a specific instance, say 4. Experience shows that improved lower bounds are the single
most effective step towards efficient search, since they prune larger subspaces. Instead of the standarc
Manhattan distance bound, more informed bounds have been developed, e.g.: lineafitandsdn

92], or fringe and corner databag€silberson 94]With further improved boundfGasser 95]

discovered positions requiring 80 moves to solve and proved that no position requires more than 87
moves to solve. This gap between upper and lower bound remains a challenge.

Returning to two-person games, there have been long-standing efforts to solve parts of games,
typically endgames, where there is little hope of solving the entire game, now or perhaps ever. The
motivation for this may come from attempts to improve the strength of heuristics game-playing
programs. During their forward search, these use heuristic evaluation functions to assess the value of
a position, and such functions are necessarily approximations of unknown quality. If exact values are
available not only at the leaves, but already further up in the game tree thanks to a precomputed
minimax evaluation, this has two desirable consequences. First, exact values have a beneficial effect
on the quality of the “"minimax-mix" of heuristic values. Second, longer endgames can be played
perfectly, i.e. such as to guarantee an outcome of at least the game-theoretic value. We are aware of
two endgame databases that were computed with this goal as primary motivation:
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* CheckersAn 8 x 8checkers project is headed by Jonathan Scha8ffeaeffer 92]His group
has computed all 7-piece positions and is working on 8 and 9 piece positions. Their databases
contain about 1.5 * 10M11 positions. A workstation cluster (25-90 machines) and a BBN
TC2000 allow an average of 425 million positions to be computed p¢Lalay 94]

e Awari: Victor Allis first computed Awari endgame databases for use in his playing program
Lithidion [Allis 94]. We have extended this work and now have all 5.5 * 10"8 positions with 22
or fewer stones at our disposal (T. Lincke).

Last but not least, the problem domain that spearheaded the drive to explore the limits of exhaustive
search, and that gives us the clearest measure of progress, is chess efiftyagtdsin 70started

the race. For a summary of early results[skgik 86]. Ken Thompson computed many four and five
piece chess databases, which have been released on two compd€hdisisson 91][Thompson

92]. Lewis Stiller used a Connection Machine CM-2 to compute six-piece chess databases, each of
which consists of up to 6'185'385'360 positifidler 91]. Grandmaster John Nunn's books tellingly
entitled " Secrets of Rook Endings", ~"Secrets of Pawnless Endings”, and ""Secrets of Minor Piece
Endings'I{Nunn 92-95]is the first attempt to interpret such databases for human consumption.

Although a direct comparison of different enumeration problems is not easy, due to their state spaces
of different structure and varying connectivity, it is striking that at present, the size of state spaces of
various solved problems, including Merrils, is of the order of 10710 positions. The empirical fact that
the raw size of the state space is the dominant parameter that affects complexity might be explained
by the observation that the structure of all these spaces shows no regularity - they appear to be
random graphs. Without predictable regularity to exploit, all exhaustive searches look like random
walks in a random graph. Thus, the most telling indicator of complexity is the size of the space, and
its connectivity is second.

3. The Role of Exhaustive Search: Speculation

After this brief presentation of a small niche of computer science and the work of a few researchers
who have been driven by curiosity more than by any other motivation, let us ask some basic questions:
What can we learn from dozens of case studies of exhaustive search reported since computers becam
available a few decades ago? Why keep computers busy for days or months exhaustively traversing
the state space of some puzzle whose solution is merely a matter of curiosity? What contribution, if
any, can we expected from further experiments based on exhaustive search?

These questions are hard to answer. Brute-force solutions are not ~"elegant” from a mathematical
point of view. Their cryptical assertions such as "~"the game of Merrils is a draw", reached after
producing Gigabytes of data, cannot be checked without computer. Neither algorithms nor results can
be presented in a “"user-friendly" manner. Attempts to extract rules from a data base of positions, in
order to distinguish won, lost, and drawn positions, have not been very successful. If done
automatically, e.g. by finding predicates and producing a decision tree, one obtains huge trees and
predicates for which humans lack intuitiggasser 95]The answer that no simpler description exists

fails to satisfy players. They prefer a simple, intuitive rule that allows exceptions to an unmotivated,
impractical rule that claims perfection. Extracting rules from a database in such a way that players can
understand it requires a huge effort by a top expert, as shown by Grandmaster Nunrjf$uswoks

92-95]
So why waste computer time to ““solve" games in a way that has little or no interest to game players?

One answer is undoubtedly the same as for the question “~“why climb Mount Everest?": to prove that it
can be done. But we are intrigued by a second answer: exhaustive search in large state spaces is a
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very general approach to combinatorial problems of any kind, and promises to be increasingly
important. Why? For decades, computer scientists have focused attention on problems that admit
efficient algorithms. Algorithms whose running time grows no faster than some polynomial of low
degree in the size of the input data still dominate textbooks on algorithms. In contrast, problems that
appear not to admit polynomial time algorithms, specifically, NP-complete or NP-hard problems, are
often considered mere objects for a theorem, but dismissed as "intractable” from an algorithmic point
of view.

But efficient algorithms can only be found for selected, relatively simple problems, whereas the world
of applications is not simple. Most problems of practical importance, if they can be approached by
computation at all, call for compute-intensive methods. Accordingly, the attitude towards
“intractable" problems began to change. First, researchers relaxed the goal of exact or optimal
solutions and sought efficient approximation algorithms. Second, one noticed that not all “intractable
problems" are equally intractable. There appear to be many problems where the average, or typical,
instance is relatively easy to solve, and only the worst-case instances are computationally very
demanding. The venerable traveling salesman problem (TSP) may be an example.[Reiselib

95], a collection of TSP benchmark problems that serves as a yardstick of progress, the currently
largest provably optimal solution involves 7397 cities. This progress could hardly have been expected
a decade ago, when the largest instance of a TSP known to have been solved had REBvidties

85,

In view of the fact that exhaustive search occasionally does succeed in solving surprisingly large
instances of NP-complete problems, it is time to reconsider identifying ~"NP-complete" with
“intractable". But whereas computer scientists feel they know everything worth knowing about
sorting and binary search, we know little about how to organize large state spaces for effective
exhaustive search. Judging from the experience that the resources needed to complete a given
exhaustive search can rarely be predicted, we are still in the process of learning the basics. And for
sharpening our tools, the well-defined “"micro worlds" of games and puzzles, with state spaces of any
size we feel challenged to tackle, are well suited. Playful experiments provide moving targets that let
us explore the shifting boundary of feasible brute-force problem-solving.

It is common knowledge that the raw computing power available has increased spectacularly over the
past three or four decades - easily a factor of 10”6 with respect to both: processing speed and
memory capacity. Whereas ““super computers" around 1960 offered Kiloflops to Megaflops and
memories of size 10 to 100 KiloBytes, today's top-of-the-line machines are in the range of Gigaflops
to Teraflops and 10 to 100 GigaBytes. What is less well known, perhaps controversial but certainly
arguable, is that there are reasons to expect similar rates of growth in raw computing power over the
coming few decades. A number of independent factors can be listed in support of such a prediction.
The physical limits of current technologies have not yet been reached - Moore's ““doubling law" is still
in force; new technologies, such as optical storage devices, are only in the beginning stages of their
potential development; last but not least, parallel and distributed computing are bound to increase in
popularity with the continuing price drop of hardware. As a portent of trends we mention that, at the
1995 World computer chess championship a program Star Socrates participated, running on an Intel
Paragon with 1800 processors.

We hasten to emphasize the phrase ““raw computing power"! Whereas the asymptotic complexity
analysis of efficient (polynomial-time) algorithms tells us with amazing accuracy what we can and
cannot compute with given resources of time and memory, it is far from clear what additional
problems can be solved by brute-force techniques with a millionfold increase of raw computing
power. It is easy to demonstrate a problem where such a boost does not even suffice to go from a
problem of sizen to the same problem of sine 1. But whereas problems like evaluating

Ackermann's function are contrived by theoreticians, we observe the same phenomenon in empirical
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settings. To return to the example of computer chess: the 1800 processor monster Paragon came
second to World Champion "Fritz" competing on a personal computer.

One expects a quantitative change of six orders of magnitude to lead to qualitative changes, but we
don't know ahead of time where the latter will take place. This is particularly true for many problems
such as combinatorial optimization that exhibit no detectable regular structure to be exploited. Their
state spaces appear to be "“chaotic", they allow no description briefer than an exhaustive enumeration
of all states, and thus do not yield to efficient algorithms. Whatever progress has been made in this
field owes a lot to tinkerers who apply great ingenuity to attack intriguing toy problems. Let us
describe some of these.

4. State Spaces, their Size and Structure

Although one often talks about ""the state space of a problem”, this terminology is misleading. A
problem does not come with “its state space” - rather, the problem solver must design a state space
that models the problem adequately. A given problem may have many plausible state spaces that differ
greatly in size, in structure, and ease of understanding.

In most cases, designing a state space, understanding its structure, and finding a good representation
for it is by far the most important ingredient of an efficient search. Properties of the state space decide
whether there exist invariants, bounds, symmetries that serve to ““prune”, i.e. avoid visiting, large
parts of the state space. As a well-known illustration, consider the problem: is it possible to cover all
the squares of an amputated chess board that is missing two diagonally opposite squares with
dominoes, such that each domino covers two vertically or horizontally adjacent squares? A plausible
state space might consists of all partial covers, with the initial state “"'no dominoes" and final states
that leave no room to place any additional domino. But a simple parity argument suffices to answer
"no", even if the problem is generalizedtw nchess boards, avoiding search altogether: Diagonally
opposite corners are of the same color, thus the amputated chess board has an unequal number of
white and black squares, and cannot possibly be covered by dominoes each of which covers one white
and one black square.

As an example of how a well-designed state space and representation supports intuition and human
problem solving, consider the following graphical presentation of an introductory problem discussed

in many artificial intelligence textbooks, called ““cannibals and missionaries". Three cannibals and three
missionaries wish to cross a river in a two-person boat. The cannibals insist on never being left in a
minority on either river bank, for fear of being converted by a majority of missionaries. A minority of
zero cannibals is ok, of course - converting the empty set is no threat.

A few sentences should suffice to explain the space depicted below. A problem state consists
primarily of the pair (CL, ML) of cannibals and missionaries on the left bank, where the team starts.
Thus we consider a matrix 0 <= CL <= 3, 0 <= ML <= 3. The constraint "CL = 0 or CL >= ML"

rules out three entries. But the same matrix can also be labeled with the complement (CR, MR) , and
the constraint "CR = 0 or CR >= MR" rules out three more entries. The problem state contains an
additional bit, namely, whether the boat is on the left or right shore. This bit flips at every move, so
we take care of it by distinguishing odd moves and even moves. Odd moves start from the left bank
and thus decrease (CL, ML) in one of 5 ways shown by arrows. Even moves start from the right bank
and decrease (CR, MR) as shown by arrows in the opposite direction. Visual inspection quickly
reveals that there is only one way to cross the barrier that separates the initial state from the goal
state. Under the constraint of alternating between moves towards the upper left and moves back
towards the lower right, the “"N-shaped" pattern shown in bold arrows is unique. It is easy to extend
these critical three steps to a solution consisting of 11 moves. This concise visual representation of the
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state space supports intuition and saves a lot of trial-and-error.

goal odd

5 ] EVEN

moves
3 2 1 0 \ '

MR atart

Figure 1: State space and operators of the “"Cannibals and missionaries" puzzle

The two examples of state spaces shown above are not typical. The first one is an extreme case where
an invariant defined on the state space prunes the entire space, thus making search unnecessary. The
second problem can be solved only by searching, but the state space is so tiny that even unsystematic
search will soon find a solution. The examples do illustrate, however, the two basic steps in designing
a state space. They become increasingly important the more challenging the problem: a rigorous,
understandable definition of the state space, and the effectiveness of invariants in pruning the search.

As an example of a state space that taxes the state of the art, consider the game of Merrils (Nine
Men's Morris, Muehle, Moulin) solved [Gasser 95]The board position below gives a hint of the
complexity of the game. Two players White and Black alternate in first placing, then sliding, and
ultimately jumping one stone of their own color. During the 18-ply (ply = a move by either player)
opening, each player places his 9 stones on any unoccupied point among the 24 playable points of the
board. During the midgame, each player slides one of his stones from its current location to an
adjacent point. During the endgame, when at least one player has exactly three stones left, that player
may jump, i.e. move any one of his stones to any unoccupied point. At all times, when a player
““closes a mill", i.e. gets three of his stones in a row along adjacent points, he may remove an
opponent's stone. That player loses who first cannot move or has fewer than three stones left. For
Merrils players: the position below is a mutual ~"Zugzwang", i.e. the player to move loses against
optimal play: White to move loses in 74 plys, Black in 60 plys.

O @ . ~\ ! !’

,
by

o () o e S

Figure 2: State space of Merrils with symmetries
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The Merrils board possesses the symmetry axes shown, which generate a group consisting of 16
permutations. Using Polya's theory of counting to eliminate symmetric duplicates, we obtain a state
space with a total of 7'673'759'269 states, as detailed below. The space is partitioned into 28
subspaces according to the number of stones on the board, ranging from the smallest subspace 3-3 to
the largest subspace 8-7, with over 10”9 positions. Part of the structure of the space is shown in the
diagram at right, which illustrates the information flow among the subspaces. For example, a position
with 9 white and 8 black stones transfers, after capture of a stone, either into an 8-8 or a 9-7 position.
Thus the value of a 9-8 position is deduced from values of 8-8 and 9-7 positions, as explained in
section 5.

DE  States DE  States 99
33 5602 84 16741159 e
43 1'S07% 83 TFRTI0 e, S
44 3225597 76 5355EESHE v, AT
X werm: 54 e TN
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55 094424 B6 TATEITT A AR AL
£4  SUSIEE4 95 4324118W e % SN AT
73 29450376 87 1046°720%4E0 IS N
B lMREC144 96 ERT14MmM 5_5;5 }“\ ™
74 LEVEDE 88 S6BETMS e
83 SURTEIZ 97 TTAREAH4R A
E6 16200 98 EOEBEDE2E 458
75 26FE2TR 99 959rEAl et

Tatal: PeTITI2E0 stdes

Figure 3: State space of Merrils: size and structure

5. Exhaustive Search Techniques

The literature on search uses an abundance of terminology to refer to the same few basic concepts an
to techniques that differ only with respect to details. At the risk of oversimplification, let us single out

a few fundamental ideas and their relation to each other, and point out modifications that capture a
great variety of exhaustive search techniques.

The state space is a graph, directed or undirected, with possibly a host of other givens: initial states
and goal states, functions defined on vertices (states) or edges, and constraints of the most varied
kind. “"Exhaustive" refers to the fact that we lack a priori information for excluding any subspace,
hence the first requirement of an exhaustive search is a graph traversal algorithms capable of visiting
all the states. Depth-first search (DFS) is the prime candidate. Its simple logic: ~"keep going as long as
you see anything new, and when that is not possible, back up as far as necessary and proceed in a ne\
direction”, can be traced to the myth of Theseus traversing the Minotaur's labyrinth with the help of a
thread held by Ariadne. This thread, called a stack in computer jargon, is obviously a key data
structure for backing up. The myth does not tell us in detail sufficient to a programmer how Theseus
kept track of the subspace already visited. It is instructive to investigate whether Theseus would have
needed a chalk to guarantee visiting every cave in the labyrinth, and if not, what properties of the
labyrinth and what algorithm guarantee an exhaustive traversal.

Whether or not a chalk is needed to mark states already visited is a major issue for the space
complexity of the search. The chalk marks require memory proportional to the size of the graph, and
that is typically much more than the other memory requirements. In realistic computations, the graph
is rarely present in its entirety. Rather, its required parts are recomputed on demand, based on the
usual assumption that given any state s, we can compute all its neighbors (adjacent states). But the
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totality of the chalk marks would effectively require storing the entire graph. In contrast, Ariadne's
thread or stack can be expected to require only a diminishing fraction of memory - ideally, storage
space proportional to the logarithm of the number of states. An entry in the stack used in DFS is
usually a small amount of data. Since consecutive states in the stack are neighbors in the graph and
differ little, only the difference is stored, not the entire state. In game terminology, two consecutive
positions differ by one move, and the former is obtained by playing the reverse move from the later
position.

Backtrack is one important special case of DFS that does not require a chalk. Although the
terminology of search is not standard, all the conventional examples of backtrack show a state space
given explicitly as a tree. If the Minotaur's labyrinth is a tree, Theseus will see nodes visited earlier
only along the path from his current position to the root. Since these are momentarily marked by the
thread, they need no chalk mark. The only assumption Theseus needs is that all the edges that
emanate from a node are ordered, from first to last: when he backs up alon@edgknext plunge
deeper into the labyrinth along edgé , if it exists.

Problems may admit additional assumptions that define a subgraph T of the state space that is a
spanning tree, or a spanning forest of trees. Since “spanning” means that T reaches every state, a
backtrack search on T becomes a space-saving DFS of the entire state space. An interesting example
is “‘reverse searclpAvis 92], which has been used to exhaustively enumerate all configurations in a
variety of combinatorial problems, including: vertices of polyhedra, triangulations, spanning trees,
topological orderings. The idea is to use greedy local optimization algorithms as can be found for

most problems. A greedy algorithms g is a mapping g: S -> S from the state space into itself. The
trajectories of g are free of cycles, so they form a forest. Each fix point of g, i.e. each sink of a
g-trajectory, is the root of one tree. If it is possible to efficiently enumerate all these roots as an
initialization step, then a backtrack search starting from each root becomes an exhaustive enumeration
of the entire space. Backtracking can even dispense with a stack, because the function g always points
to the predecessor of any node.

Whereas DFS, in the image of the labyrinth, is a policy for quickly penetrating as deeply as possible,

its cautious partner breadth-first search (BFS) can be likened to a wave propagating through the
labyrinth at equal speed in all directions. The memory cost of maintaining the wave front is significant,
since all states in the front must be stored in their entirety. Combinations of DFS and BFS can be used
to shape the wave front and to focus the search in a promising direction, an aspect often used in
heuristic search.

The traversals above respect locality to various extents. DFS, while advancing and when backing up,
always steps from one state to an adjacent state. BFS also moves to an adjacent state whenever it
expands the wave front, and although states within the front need not be adjacent, they obey some
locality in that they are concentric from the root. In contrast, other "“traversals" sequence the states
““at random", ignoring the graph structure of a space. There are two reasons for such a
counter-intuitive approach.

First, there are situations where we expect little or no pruning of the space will occur at search time,
and we are resigned to visit all states without exception, in arbitrary order. For many challenging
problem classes, the effort required to solve one instance is comparable to solving all instances in the
class. One suspects, for example, that determining the value of the initial position in chess requires
knowing the value of very many chess positions - the one instance "initial position" is comparable in
difficulty to the class " all positions". Second, every state has some internal representation, and these
representations can be considered to be integers, or can be mapped to integers in an invertible way:
given the integer, the state can be reconstructed. Such unique identifiers are called Goedel numbers in
honor of the famous logician who used this technique to prove incompleteness theorems of
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mathematical logic. When states are identified with integers, the easiest way to list them all is from
smallest to largest, even if the numerical order of the Goedel numbers has no relation to the graph
structure.

Such chaotic traversals of the space have become standard, under the name of retrograde analysis, fo
solving games and puzzles (recall examples in section 2). Pick any state of Merrils, for example, such
as the one labeled ""Black to move loses" in the picture at left. Without any further information we can
construct an arbitrary predecessor state by ““unplaying" a White move and labeling it "White to move
wins". Backing up a won position is somewhat more elaborate, as the picture at right shows. Thus,
starting from known values at the leaves of a game tree, repeated application of such minmax
operations eventually propagates correct values throughout the entire space.

White to mowe Hack to mowe
== Ylon positon == Lozt position

N

Back to mowe Wihite to mowe ivhite to mowe
Lozt position Wil position Wilon position

Figure 3: Backing up lost and won positions

Using retrograde analysis, the midgame and endgame state space of Merrils detailed in section 4, with
7.7 Billion positions, was calculated over a period of three years by a coalition of computers.

6. Case Study: Merrils and its Verification

Although the retrograde analysis mentioned above is the lion's share of a huge calculation, the case
study of Merrils is not yet finished. The total state space of Merrils is roughly double this size,
because the same board position represents two entirely different states depending on whether it
occurs during the opening, while stones are being placed on the board, or during the mid- or
endgame, while stones slide or jump.

It is interesting to compare the two state spaces: opening vs. midgame and endgame. The two spaces
are superficially similar because each state is identified with a board position, most of which look
identical in both spaces. The differences between the board positions that arise in the opening and the
midgame are minor: the opening space contains states where a player has fewer than 3 stones, but
lacks certain other states that can arise in the midgame. Thus, the two spaces are roughly of equal
size, but their structure is entirely different. Whereas the midgame space contains many cycles, the
opening space is a directed acyclic graph (dag) of depth exactly 18. If symmetries were ignored, the
fanout would decreases from 24 at the root of this dag to about 7 at the leaves (not necessarily
exactly 7 because of possible captures). Taking symmetries into account, the dag becomes
significantly slimmer - for example, there are only four inequivalent first moves out of 24 possible.

The limited depth and fanout of the opening space suggests a forward search may be more efficient
than a backward search. This is reinforced by the fact that the goal is not to determine the value of all
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positions that could arise in the opening, but to prove the conjecture that Merrils is a draw under
optimal play by both parties. Thus, the effective fanout of the dag is further decreased by best-first
heuristics. By first investigating moves known or guessed to be good, one can often prove the
hoped-for result without having to consider poor moves. Experienced Merrils players know that at
most one or two mills will be closed during a well-played opening. Thus one aims to prove the draw
by opening play limited to reaching three midgame databases only: 9-9, 9-8, and 8-8.

The forward search chosen replaces the dag by a tree many of whose nodes represent the same state
For reasons of program optimization whose intricate, lengthy justification we omit, two auxiliary data
structures supported this search. A database of opening positions at depth 8 plies, and a hash table of
positions at 14 plies. Thus, whenever the same 14th-ply-state is reached along different move
sequences (transpositions), all but the first search finds the correct value already stored. This is
illustrated in the following picture of a tree constricted at the 14th ply.

The draw was proven with two minmax evaluations using the well-known alpha-beta algorithm

[Knuth 75] One search proves that White, the first player to move, has at least a draw. The second
search proves that Black has at least a draw. The effectiveness of alpha-beta is demonstrated by the
fact that, of roughly 3.5 million positions at the 8 ply level, only 15'513 had to be evaluated to prove
that White can hold the draw, and only 4'393 to prove that Black can hold the draw (the second
player, Black, appears to have a small edge in Merrils). All others are pruned, i.e. can be eliminated as
inferior without having been generated. This forward search took about 3 weeks of total run time on a
Macintosh Quadra 800.

12

2 plyr opering database
14 iy ransposition table

<_____ ™

|9.9 |93 |aa

Figure 3: Analyzing the opening: a deep but narrow forward search

How credible is the cryptic result “"Merrils is a draw", obtained after three years of computation on a
variety of machines that produced 10 Giga-Bytes of data? We undertook a most thorough verification
of this result. Not because the Merrils draw is vital, but because the scope of this question greatly
exceeds this particular problem.

Computer-aided proofs are becoming more important in mathematics and related branches of science
- for example, they were essential for the four-color theorem, Ramsey theory or cellular-automata
[Horgan 93] A common objection raised against computer proofs is that they cannot be understood,
nor their correctness conclusively established by humans. Thus we took Merrils as a challenge to
investigate the general issues and approaches to the problem of verifying computer proofs.

Computer-aided proofs typically lead to complex software packages, long run-times, and much data -
three major sources of diverse errors. The latter fall into three categories:

1. Software errorsThese may occur in the algorithms programmed for the specific problem, or in
the system software and tools used (compilers, linkers, library programs). Although the latter
errors are beyond the programmer's direct control, he must be vigilant, because software that
handles everyday tasks reliably is often untested on files larger than usual.
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2. Hardware errors The much-debated recent bug in the Pentium microprocessor is a reminder
that even arithmetic can't be relied on. Other hardware is even less reliable. It is not uncommon
for a bit to be flipped on the disk, especially if the data is unused for long periods. This may be
caused by cosmic radiation, electric or magnetic fields.

3. Handling errors Long computations are seldom run without interruption. Thus, the user gets
involved in many error-prone chores such as move data to different disks, compressing files or
resuming computation on a different platform.

Hardware and handling errors are easiest to detect. Consistency checks at run-time or thereafter will
uncover handling errors and non-recurring hardware glitches. Redoing the entire computation using
independent system software and compiler on a different machine should find any errors in the
hardware or system software. This leaves software errors stemming directly from the proof code. The
best method of uncovering these, is to develop a second proof using a different algorithm. If no other
algorithm is known, a third party can independently write code based on the same algorithm.

The Merrils databases were verified repeatedly with different algorithms and on different machines.
Errors of all types mentioned above were detected and corrected until no further errors surfaced. A
first series of verifications merely checked that the values stored with the positions are locally
consistent. The game-theoretic value of any position p must be the min or max of the values of the
successors of p. Although local consistency everywhere is a strong endorsement, it does not
guarantee correctness, as the following example shows.

NN

(>) © -

Te rninal state Terrninal state

Corect Walue 2 a Consistent but incorrect o

Figure 3: Locally consistent values in cycles are not necessarily correct

The diagram at left shows a subspace all of whose positions are drawn (D). If the 5 positions that
contain a cycle of length 4 are alternatingly labeled loss (L) and win (W) for the player to move, as
shown at right, everything is locally consistent. It is incorrect, however, because in Merrils, as in many
games, endless repetition is declared a draw. This error, moreover, can propagate upwards and infect
all predecessor positions.

Thus, a second series of verifications used as additional information the length of the shortest forced
sequence that realizes the game-theoretic value of any position. When considering the position
attributes: 0 = loss in 0 moves (terminal position), 1 = win in 1 move, 2 = loss in 2 moves, ..., 255 =
draw (cycle), in addition to the game-theoretic value, the cycle with positions labeled L, D, L, D is no
longer locally consistent and the error is detected.

The entire verification was run on an Intel Paragon parallel computer with 96 processors, at the rate

of about 50'000 positions verified per second. The largest database (8-7, 1'072'591'519 positions)
required 400 minutes.
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7. Projects and Outlook

In an attempt to explore the possibilities and limits of exhaustive search, we pursue a number of other
problems that span a variety of applications and techniques. The following snapshots of ongoing
projects illustrate the potential breadth of exhaustive search (sdbliaigergelt 93).

7.1. Using Heuristics to Trade Accuracy for Space and Time: Pawn endings in chess

An irritating feature of many exhaustive search computations is the fact that the program will search
large subspaces where human insight could tell at a glance that nothing will be found. Such expert

knowledge is frequently found in problem domains that admit natural visualizations, where humans'

powerful visual pattern recognition ability let's us say " this doesn't look right", even if we are unable
to say exactly why. And if we can't rigorously formulate an invariant, and prove its validity, chances

are intuition will mislead us once in a while.

Because of the irregular structure characteristic of state spaces for which we use exhaustive search, it
is not easy to formulate pruning insight in such a way that a program can act on it. As a test field for
experiments, we have chosen King and Pawn chess endgames. There is much expert knowledge abou
this domain, explained in excellent books, and there are databases of exact values to compare against
when there are only a few Pawns on the board.

The peculiar difficulty of King (K) and Pawn (P) endgames comes from the fact that Pawns can be
promoted to any other piece: Queen (Q), Rook (R), Bishop (B), Knight (N). Thus an exhaustive
analysis of KP endgames with a total of p Ps potentially calls upon all endgames with 2 Ks and p
pieces of the right color. But the vast majority of KP endgames are decided soon after (or even
before) a P promotion, because the material balance typically changes drastically - one party has a Q,
the other does not. Thus, storing all the support databases of other piece endgames is an extremely
expensive overhead when compared to their rare use.

We are experimenting with simple and often safe heuristics of the type: In a KP endgame, if Black
promotes a P to a Q, and within x plies can prevent White from promoting one of its Ps, Black wins.
This particular heuristic has well-known exceptions, such as when a White P on the seventh rank
ensures a draw. Thus it is supplemented by other heuristics that, jointly, capture elementary chess lore
about KP endgames.

The reduction in the size of state spaces and compute time effected by heuristics that obviate the neec
for support databases is drastic indeed, as the following examples show. KPPKP stands for the state
space of endgames where White has 2 Ps and Black has 1 P.

|State spaces Pawns only

|KK +2 pieces}350 M state#KPKP: |4.5 M states
IKK + 3 pieces!100 G stateskPPKP:  [250 M states
|KK +4 piecesl30 T states |KPPKPP: |3 G states

Comparisons of exact databases with simple heuristics for KPKP combined with a 2-4 ply search on P
promotion have shown that the latter contain about 2.5% errors. This is merely one data point along
the trade-off curve between accuracy on one hand, and space and time on the other. Improved
heuristics, larger databases, more forward search at the fringe of P promotion are just some of the
parameters to play with in an attempt to push exhaustive search beyond the boundaries wherein exact
calculation is feasible.
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7.2. Enumeration of Maximally Elastic Graphs (A. Marzetta)

We study weighted graphs that can be embedded in Euclidean space in such a way as to preserve an
edge's weight as distance between its two endpoints. Such questions arise in a variety of layout
problems. In automatic graph drawing, for example, vertices are to be placed in the plane so as to
approximate desired pairwise distances. The analogous 3-d problem arises in the distance geometry
approach to molecular modeling, where edge weights are approximate distance measurements. The
concept of elastic embeddabil[iyievergelt 95]is designed to deal with distances subject to error.

Elastic graphs are related to generically rigid graphs known in structural engineering. In particular,
maximally elastic graphs are the same as minimally rigid (isostatic) dregh85] Although graphs

isostatic in the plane are well understood, the analogous problem in 3 or more dimensions has
generated interesting conjectures that might be settled by a search for counter examples.

7.3. Primes in Intervals of Fixed Length (R. Gasser, J. Waldvogel)

Although the distribution of prime numbers has been studied empirically and theoretically for
centuries, it remains an inexhaustible source of interesting conjectures to be attacked by search. Let
P(x) denote the number of primes <= x. It follows from the prime number theorem: P(x) ~ x / In(x),
that the average density of primes decreases with increasing x. Specifically, let R(x) = max(P(y+x)) -
P(y), where the maximum is over all y >= 0, denote the maximally possible number of primes in an
interval (y, y+x] of length x > 0. Thus one might expect R(x) <= P(x). But although the average
decreases, the peak densities do not - surprisingly, they even increase in places. Using sieve
techniques|Gasser, Waldvogel 95Jrove, among other results, that for all x,10 < x < 1416, R(x) <

P(x) as expected. But x = 3250 is the first known counter example where R(x) > P(x). Apparently, the
densest clusters of primes in an interval of fixed length x occur starting at huge values of y.

7.4. Quo Vadis Exhaustive Search?

Brute-force techniques, as the name reveals, have never been considered elegant instruments in a
computer scientist's toolbox. When used by novice programmers, the computer science community
would automatically assume, often correctly, that an algorithms expert could obviously have designed
a much more efficient program. But brute-force techniques have survived as a research niche for half
century because a few top experts have always been intrigued by this unconventional approach to
problem solving. And the complexity of problems solved has slowly but steadily grown in proportion
to the power of available hardware.

The question is whether exhaustive search will remain a niche, used primarily for exotic topics such as
games or number theory, or become a mainstream approach to a wide variety of applications. Instead
of answering this question, let us close with one argument against and one in favor of an expanded
role.

As stated in section 1, the effectiveness or “intelligence" of a search procedure is due mostly to
problem-specific knowledge, not to differences between one or another general-purpose search
procedure. But to the extent that a search uses properties specific to one problem to prune the state
space, it becomes less of a brute-force technique by definition. From this point of view, exhaustive
search applies to problems we do not yet understand well, and is forever being replaced by selective
search as knowledge advances.

The argument for a more important role of brute-force techniques consist of two simple observations.
We will never run out of problems whose structure we understand so poorly that exhaustive search is
the only available approach. Second, computer science will continue to be technology-driven as it has
been for decades; raw computing power will continue to increase, in particular with increased use of
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distributed and parallel computation. Thus the issue will always be present whether or not newly
available raw power can solve new problems.

In any case, brute-force techniques are part of the computer science culture. Basic techniques of
exhaustive search belong in introductory courses on algorithms and data structures along with the
more traditional polynomial-time algorithms.
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