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FOREWORD

Welcome to the 27th International Conference on Software Engineering and Knowledge Engineering (SEKE), in Pittsburgh,
Pennsylvania, USA, the City of Champions. In over a quarter of century, SEKE has established itself as a major international forum to
foster, among academia, industry, and government agencies, discussion and exchange of ideas, research results and experience in
software engineering and knowledge engineering. The SEKE community has grown to become a very important and influential
source of ideas and innovations on the interplays between software engineering and knowledge engineering, and its impact on the
knowledge economy has been felt worldwide. On behalf of the Program Committee Co-Chairs and the entire Program Committee, it
is my great pleasure to invite you to participate, not only in the technical program of SEKE 2015 and its rich assortment of activities,
but also in enjoying the beautiful and historical Steel City and people of Pittsburgh.

This year, we received 238 submissions from 35 countries. Through a rigorous review process where a majority (90 percent) of the
submitted papers received three reviews, and the rest with two reviews, we were able to select 69 full papers for the general
conference (29 percent), and 80 short papers (34 percent). Out of that, 6 papers have been accepted for special tracks, and 128 papers
are scheduled for presentation in thirty-nine sessions during the conference. In addition, the technical program includes excellent
keynote speeches, poster and demo presentations, as well as special tracks: Software Assurance, Intelligent Transportation Systems,
and Testing.

The high quality of the SEKE 2015 technical program would not have been possible without the tireless effort and hard work of many
individuals. First of all, I would like to express my sincere appreciation to all the authors whose technical contributions have made the
final technical program possible. I am very grateful to all the Program Committee members whose expertise and dedication made my
responsibility that much easier. My gratitude also goes to the keynote speakers who graciously agreed to share their insight on
important research issues, to the conference organizing committee members for their superb work, and to the external reviewers for
their contribution.

Personally, I owe a debt of gratitude to a number of people whose help and support with the technical program and the conference
organization are unfailing and indispensable. I am deeply indebted to Dr. S. K. Chang, Chair of the Steering Committee, for his
constant guidance and support that are essential to pull off SEKE 2015. My heartfelt appreciation goes to Dr. Marek Reformat of
University of Alberta, Canada, the Conference Chair, for his help and experience, and to the Program Committee Co-Chairs, Dr.
Kehan Gao of Eastern Connecticut State University, USA, and Dr. Shihong Huang of Florida Atlantic University, USA, for their
outstanding team work.

I am truly grateful to the special track organizers, Dr. Dianxiang Xu of Boise State University, USA, Dr. Behrouz Far of University of
Calgary, Canada, Dr. Jerry Gao of San Jose State University, USA, and Dr. Genny Tortora of University of Salerno, Italy, for their
excellent job in organizing the special tracks.

I would like to express my great appreciation to all the Publicity Co-Chairs, Dr. Xiaoying Bai of Tsinghua University, China, and Dr.
Jun Suzuki of University of Massachusetts Boston, USA, for their important contributions, to the Asia, Europe, India, and South
America liaisons, Dr. Hironori Washizaki of Waseda University, Japan, Dr. Raul Garcia Castro of Universidad Politecnica de Madrid,
Spain, Dr. Swapan Bhattacharya of National Institute of Technology Karnataka, India, and Dr. Jose Carlos Maldonado of University
of Sao Paulo, Brazil, for their great efforts in helping expand the SEKE community, and to the Demo&Poster session Co-Chairs, Dr.
Farshad Samimi of Enphase Energy, USA, and Dr. Dragutin Petkovic of San Francisco State University, USA, for their work.

Last but certainly not the least, I must acknowledge the important contributions that the KSI staff members have made. Their timely
and dependable support and assistance throughout the entire process have been truly remarkable. It has been a great pleasure to work
with all of them. Finally, I sincerely thank you for finding your way to Pittsburgh to participate in SEKE 2015, and hope you will
enjoy this experience that may leave you long lasting memories.

Haiping Xu

SEKE 2015 Program Chair
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Keynote
Model Checking Hybrid Systems

Edmund M. Clarke
(Joint work with Sicun Gao and Soonho Kong)
Carnegie Mellon University
Pittsburgh, USA

Abstract: Although every undergraduate in computer science learns about Turing Machines, it is not well known
that they were originally proposed as a means of characterizing computable real numbers. For a long time, formal
verification paid little attention to computational applications that involve the manipulation of continuous quantities,
even though such applications are ubiquitous. In recent years, however, there has been great interest in
safety-critical hybrid systems involving both discrete and continuous behaviors, including autonomous automotive
and aerospace applications, medical devices of various sorts, control programs for electric power plants, etc. Asa
result, the formal analysis of numerical computation can no longer be ignored. In this talk, we focus on one of the

most successful verification techniques, bounded model checking. Current industrial model checkers do not scale to
handle realistic hybrid systems. We believe that the key to handling more complex systems is to make better use of
the theory of the computable reals and computable analysis. We argue that new formal methods for hybrid systems
should combine existing discrete methods in model checking with new algorithms based on computable analysis. In
particular, we discuss a model checker that we are currently developing along these lines.

About the Speaker

Edmund M. Clarke is the FORE Systems University Professor of Computer Science at Carnegie Mellon
University. He received his Ph.D. from Cornell University and taught at Duke and Harvard Universities before

joining CMU in 1982. His research interests include hardware and software verification and automatic theorem
proving. In particular, his research group developed Symbolic Model Checking using BDDs, Bounded Model
Checking using fast CNF satisfiability solvers, and pioneered the use of
CounterExample-Guided-Abstraction-Refinement (CEGAR). He is a co-founder of the conference on Computer
Aided Verification (CAV). He has received numerous awards for his contributions to formal verification of
hardware and software correctness, including the IEEE Goode Award, the ACM Kanellakis Award , the ACM

Turing Award, and the CADE Herbrand Award. Dr. Clarke is a member of the National Academy of Engineering

and the American Academy of Arts and Sciences. Most recently he received the 2014 Franklin Institute Bower
Award and Prize for Achievement in Science for verification of computer systems.



Keynote
Development of Active Safety Assurance Technologies for Rail Intelligent
Transportation System in China

Yong Qin
State Key laboratory of Rail Traffic Control and Safety
Beijing Jiaotong University
Beijing, China

Abstract: China has built the largest scale of high-speed railway in the world in recent years and will continuously
invest in rail infrastructure for intra-city and inter-city transportation. For improving the efficiency and safety of
these large-scale of rail network operation, rail intelligent transportation system (RITS) based on the advanced
information and knowledge engineering techniques is a good solution. In this talk, the definition, architecture and
key techniques of RITS are introduced. Because the railway operation safety is the most important field in RITS and
focus on accident preventive ability now, many new active safety assurance technologies have been studied and
applied into the practice of China railway. The intelligent fault diagnosis method based on safety region and support
vector machine(SVM) algorithm is introduced to the online monitoring of the train operation status. The intelligent
optimization method based on fuzzy particle swarm optimization algorithm is produced to the train traffic plan
adjustment. And the risk assessment method based on fuzzy-TOPSIS is introduced to the rail network real time risk
analysis. The relative China railway applications will be demonstrated in this talk.

About the Speaker

Yong Qin is the Dr., Professor of State Key laboratory of Rail Traffic Control and Safety, Beijing Jiaotong
University. He also is the vice director of Beijing Research Center of Urban Traffic Information Intelligent Sensing
and Service Technologies, the vice dean and secretary general of Rail Transportation Electro-technical Committee
of China Electro-technical Society, the vice dean and secretary general of Rail Intelligent Transportation Systems
Committee of China Intelligent Transportation Systems Society, and the member of IEEE. His research interests are
in the area of intelligent transportation systems, railway operation safety and reliability, rail network management
and traffic model. He has authored or coauthored more than 100 publication papers and 5 books, has 10 patents
granted, also won 7 science and technology progress award of ministry.



Keynote

Open Product Innovation

Guenther Ruhe
University of Calgary
Canada

Abstract: Offering innovative products or services is the ultimate goal of any software system development. The
paradigm of Open Innovation opens a new door how this can be achieved. Leveraging all the emerging
opportunities of open sourcing, outsourcing, off-shoring, crowdsourcing and social media represents a significant
paradigm shift in gathering information. It facilitates the usage of external knowledge and resources. However,
more information does not automatically imply making things better. Continuously analyzing data is part of the
whole innovation processes. Very specific and up-to-date information from different sources needs to be
synthesized to create innovative products. The talk discusses and illustrates how this analytics driven processes is
designed and how is is applied for software product development.

About the Speaker

Guenther Ruhe is a Professor at the University of Calgary in Canada. He received a doctorate rer. nat. degree in
Mathematics with emphasis on Operations Research from Freiberg University and a doctorate habil. nat. degree
(Computer Science) from University of Kaiserslautern (Germany). From 1996 until 2001, he was the deputy
director of the Fraunhofer Institute for Experimental Software Engineering Fh IESE. Since 2007, he serves as an
Associate Editor of the Journal of Information and Software Technology. His main research interests are in the areas
of Product and Project Management, Data Analytics, Open Innovation, Decision Support in Requirements
Engineering and Empirical Software Engineering. Guenther is the Founder and CEO of Expert Decisions Inc., a
University of Calgary spin-off company created in 2003.
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Panel Discussion

SEKE vs. Big Data

Session chair and moderator
Shi-Kuo Chang, University of Pittsburgh, USA (chang@cs.pitt.edu)

Panelists
Alexandros Labrinidis, University of Pittsburgh, USA (labrinid@cs.pitt.edu)
Zewyu Gao, San Jose State University, USA (jerry.gao@sjsu.edu)
Gregory Kapfhammer, Allegheny College, USA (gkapfham@allegheny.edu)

Panel Description: Although there are many interesting
new approaches and techniques in software engineering and
knowledge engineering, it is as yet unclear how SEKE can
fruitfully incorporate recent research advances in Big Data.
There can be many different viewpoints. One can discuss
emerging research, give examples of happy marriage of SEKE
and Big Data, and also provide horror stories of unfruitful
application of Big Data to SEKE or vice versa. The panelists
will present their views. Comments from the audience are also
welcome.

Position Statements from the Panelists

Alexandros Labrinidis: The Big Data - Same Humans
Problem Big data is transforming all aspects of the human
experience, be it everyday life, scientific exploration and
discovery, medicine, business, law, journalism, and decision-
making at all levels of government. Despite the increases in
computing technology and availability/demand for data in the
last few decades, the performance of one critical component in
the data processing pipeline has remained roughly the same.
Namely, the ability of humans to process data has not changed
significantly in the last few decades. We refer to this disparity
as: " the big data - same humans problem." Therefore, when
talking about the scalability aspect of big data, we need to
make the distinction between two different types: (a)
scalability from a systems point of view — i.e., traditional
calability/performance measures such as response time,
throughput, scale-up, scale-out, etc., and (b) scalability from a
human’s point of view — i.e., how well the system is making
sure that human users do not get lost in a sea of data. We
believe that scalability from a human’s point of view will soon
become a requirement for successful big data systems and
applications, and that it will soon be used as an optimization
metric for both end-users and application programmers alike.

Zewyu Gao: Engineering Secured, Reliable and High
Quality Big Data Real-Time Application Systems and
Services - Emergent Issues and Needs in Quality of Services
According to IDC, the big data and analytics market will reach
$125 billion worldwide in 2015. The fast advances of Big
Data Technology, Analytics Solutions, and Application
Systems provide great business opportunities and strong

Xii

demands in building secure and reliable high-quality big data
application systems and services. This raises many important
issues and needs in system quality assurance for big data
applications and services. Unfortunately, conventional
software validation methods and QoS techniques are not
adequate to cope with the special features of big data
application and analytics systems. This panel discussion will
pay attention to the major differences and features in
QoS between conventional software systems and big data
analytics systems. This talk will focus on these issues,
challenges and needs, and provide related research topics and
directions in future

Gregory Kapfhammer: Is Big Data a Big Deal? Not
Without Correct Software! Big data analytics software allows
researchers and practitioners to create descriptive models and
make predictions. Often characterized by the "three Vs" of
volume, velocity, and variety, big data systems must
respectively handle large amounts of data that arrive rapidly
and take many different forms. In fields such as evidence-
based medicine and the detection of financial fraud, big data
software is poised to, and indeed already is, making important
contributions. However, there is an additional V" that is often
overlooked by both researchers and practitioners: veracity.
That is, if there is a lack of correctness in the software and
data that make up a big data analytics system, then the data
models and the resulting predictions may be compromised —
with serious consequences.

The challenge for software testing researchers is to develop
and empirically evaluate new methods that can accommodate
the volume, velocity, and variety that is characteristic of big
data systems. While some preliminary work (e.g., the testing
of both data mining systems and database applications) has
recently been published, few software engineering researchers
have focused on big data testing. Since veracity is not always
considered by big data researchers, the challenge for these
individuals is to create and assess new techniques that,
whenever possible, holistically consider all of the "four Vs". If
not already doing so, practitioners in both of these fields
should start to establish a confidence in the correctness of both
their software and data through the disciplined use of testing.
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Abstract—{Context] Many software projects fail due to
problems in requirements engineering (RE). [Objective] The goal of
this paper isto gather information on relevant RE problems and to
represent knowledge on their most common causes. [Method] We
replicated a global family of RE surveysin Brazil and used the data
to identify critical RE problems and to build probabilistic cause-
effect diagrams to represent knowledge on their common causes.
[Results] The survey was answered by 74 different organizations,
including small, medium and very large sized companies,
conducting both, plan-driven and agile development. The most
critical RE problems, according to those organizations, are related
to communication and to incomplete or underspecified
requirements. We provide the full probabilistic cause-effect
diagrams with knowledge on common causes of the most critical
identified RE problems online. [Conclusion] We believe that the
knowledge presented in the diagrams can be helpful to support
organizations in conducting causal analysis sessions by providing an
initial understanding on what usually causes critical RE problems.

Keywords—Survey; NaPiRE; Knowledge Building; Requirements
Engineering; Problems; Causes, Causal Analysis.

I.  INTRODUCTION

The importance of high-quality requirements engineering
(RE) has been widely accepted and well documented. Pfleeger
[1] states that efficient RE is one of the main factors to avoid
software project failure. RE constitutes a holistic key to
successful development projects [2]. However, industry is till
struggling to apply high-quality RE practices [3] and getting a
further understanding on common RE problems and their causes
is of great interest to both industry and academy. Therefore,
many researchers have addressed identifying and analyzing RE
problems faced by industry [4][5].

More recently, a project called NaPiRE (Naming the Pain in
Requirements Engineering) comprises the design of a family of
surveys on RE practice and problems, and it is conducted in joint
collaboration with various researchers from different countries
[6][7]. The goa of this project is to lay an empirical foundation
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about the state of the practice in RE to allow steering future
research in a problem-driven manner [6]. Currently, the NaPiRE
survey is being conducted in several countries around the globe.

Conducting causal analysis sessions [8] is an efficient means
for organizations to improve their practice to overcome problems
faced during software development. In these sessions, the causes
of problems are identified and addressed to prevent their
recurrence in future projects.

Experience reports on conducting causal analysis sessions on
RE problems can be found in [9], [10] and [11]. One of the main
difficulties reported during those sessions concerns the absence
of a starting point for identifying potential causes. An initial
solution concept to address this problem has been proposed in
[12], where an approach for integrating knowledge of successive
causal analysis sessions is described. This approach introduced
the concept of a probabilistic cause-effect diagram, and of using
such diagrams to present accumulated knowledge on the
probabilities of causes based on the organization’s prior causal
analysis experiences on similar problems.

However, although this approach and the probabilistic cause-
effect diagram showed to be useful to support causal analysis
sessions in a proof of concept [13], an experimental study [14]
and an industrial experience [9], the knowledge depicted in the
diagram has to be generated based on intra-company data from
previous causal anaysis sessions. Thus, it has to be built
gradualy and from scratch for each context, as there is no
general documented and empirically grounded knowledge causes
of critical problems that could be used as a starting point.

In this paper, we aim at gathering information on relevant RE
problems and to represent knowledge on their most common
causes as reported by the industry. Therefore, we replicated the
NaPiRE survey in Brazil. We got answers from 74 different
Brazilian organizations, spread across the country. We then used
the data to identify the reportedly most critical RE problems and
organized knowledge on their common causes by building
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probabilistic cause-effect diagrams for those RE problems and
making them available online®. Therefore, we enable
organizations to use the knowledge presented in these diagrams
as a starting point when conducting causal analysis by providing
afurther understanding on common causes of RE problems.

As an initid evaluation, we interviewed an industry
representative of a Brazilian CMMI-Dev level 3 company who is
currently implementing causal analysis practices, showing her
the probabilistic cause-effect diagrams. The feedback was
positive and future work includes conducting a case study of
using those diagrams in industry while conducting causa
analysis sessions on RE problems.

The remainder of this paper is organized as follows. Section
Il describes related work. Section 11l describes the NaPiRE
project and its replication in Brazil. Section IV presents the
survey results on the most criticd RE problems and the
probabilistic cause-effect diagrams with knowledge on common
causes of those problems. Section V discusses the obtained
results and their limitations in the light of the diagrams and of an
informal interview conducted with an industry representative.
Section VI presents the concluding remarks and future work.

I[l. RELATED WORK

In this paper, we aim at identifying relevant RE problems and
building knowledge on their common causes, by replicating a
survey. We propose representing such knowledge using
probabilistic cause-effect diagrams. The following subsections
provide the related work on survey research on RE problems and
on probabilistic cause-effect diagrams.

A. Survey Research on RE Problems

Well-known surveys on causes for project failure include the
Chaos Report of the Standish Group on cross-company root
causes for project failures. While most of these causes are
related to RE, the survey has serious design flaws and the
validity of its results is questionable [15]. Moreover, it
exclusively investigated failed projects and general causes at the
level of overall software processes. Thus, it does not directly
support the investigation of RE problems in industry.

Some surveys have been focusing specifically on RE
problems in industry. These surveys include the one conducted
by Hall et al. [4] in twelve software organizations. Their
findings, among others, suggest that most RE problems are
organizational rather than technical.

Some country-specific investigations of RE problems include
the surveys conducted by Solemon et al. [16] and Liu et al. [17],
with Malaysian and Chinese organizations, respectively.
Khankaew and Riddle [5], more recently conducted semi-

1 http://www.ic.uff.br/~kalinowski/sekel5

structured interviews with organizations from Thailand. In the
first results of the NaPiRE survey, the reported RE problems
were mainly identified from German companies [6].

These investigations provide valuable insights into industrial
environments. However, as each of them focuses on specific
aspects in RE or on specific countries, their results are isolated
and not generalizable. To address this issue, the NaPiRE survey
was designed in a joint collaboration as a continuous research
project with researchers from different countries [6]. The design
and interpretation of the results are aligned to a theory [6]. The
survey, being replicated in different countries, shall contribute to
an empirical basis to alow generalizable and problem-driven
research in RE [6].

Given this context, to gather data concerning RE problems,
the Brazilian authors of this paper decided to join the NaPiRE
team and to replicate this survey in Brazil. To facilitate the use
of this knowledge on common causes of RE problems it was
organized into probabilistic cause-effect diagrams [12]. More
details on these diagrams follow.

B. Probabilistic Cause-Effect Diagrams

Probabilistic cause-effect diagrams were introduced in [12] to
provide visual support in causal anaysis sessions with
knowledge on common causes of problems gathered from
previous experiences. They have shown to be a useful instrument
in a proof of concept [13], an experimental study [14], and an
industrial experience [9].

An example of such a diagram, taken from the experience
reported in [9] is shown in Figure 1. The diagram extends the
traditional cause-effect diagram [18] by (a) showing the
probabilities for each possible cause to lead to the analyzed
problem, and (b) representing the causes using grey tones, where
causes with higher probability are shown closer to the center and
in darker tones. Following the suggestion of guidelines for
conducting causal analysis [8], it organizes the causes of
problems into five categories: Input, Method, Organization,
People, and Tool. The probabilities shown in Figure 1 were
calculated with data on causes gathered in successive causa
analysis sessions conducted in earlier iterations of the project.
Causes that happened more frequently have higher probabilities.

This representation can be easily interpreted by causal
analysis teams and highlights causes with greater probabilities of
creating the analyzed problem. It allows the teams to efficiently
answer questions during causal analysis sessions, such as:
“Given similar past projects within my organizational context,
with which probability does a certain cause lead to a specific
problem?”. During the causal analysis sessions, the team can use
the probabilistic cause-effect diagram, together with data on the
problem, as input to help building a new cause-effect diagram
with the causes identified in the current session. The newly
identified causes can then be used to update the probabilities for



the next session. This support has shown to be useful to support
efficient cause identification [9][14].

Method (15.6%) People (50%)

Lack of Good Requirement
Practices (3.13%)
Lack of Scope
Awareness (6.25%)
Absence of a Standard way to
Oversight (15.6%)
Lack of Domain
Knowledge (25%)

Describe Use Cases (6.35%)
Interviewing the Wrong
Stakeholder (9.37%) ,\ . =
> ncorre
100% X X o Facts
Limited tool used for
Traceability (12.5%

ize and Complexity of the In Functional
Problem Domain (18.7%,
Bias of the Existing

System (3.12%)

Specifications
Tools (12.5%) Input (21.2%)

A

Organization (0+9%)

Figurel. A probabilistic cause-effect diagram based on intra-company
industry data for incorrect facts in functional specifications, taken from [9].

However, the main shortcoming of using these diagrams is
that the knowledge on causes of problems is generated intra-
company and has to be built gradually. We believe that cross-
company data taken from a sufficiently wide range of data from
industry,with knowledge on causes of problems provides useful
initial input when analyzing those problems. The problems have
to be calibrated later with intra-company data containing the
specific causes identified in new causal analysis sessions.

To build the necessary inter-company knowledge on common
causes of criticad RE problems, initially based on data from
Brazilian companies, we replicated the NaPiRE survey in Brazil.
Information on the NaPiRE project and on the conducted
replication in Brazil is described next.

1. NAPIREBRAZIL

A. The NaPiRE Project

The NaPiRE project resulted in the design of a global family
of surveys to overcome the problem of isolated investigations in
RE that are not representative [6]. Thus, a long-term goal of the
project is to establish an empiricaly sound basis for
understanding trends and problemsin RE [7].

The design of the survey and its instruments have been
extensively reviewed by several researchers [6]. In summary, the
NaPiRE survey contains 35 questions gathering the following
type of data from the responding organizations: (a) genera
information, (b) RE status quo, (¢) RE improvement status quo,
(d) RE problems faced in practice, and (€) RE problem
manifestation (e.g., causes, impact).

The family of surveysis currently being conducted in several
countries. Further information on the project, including the
countries in which the survey is being replicated and a sample of

the questionnaire can be found onling?. Concerning its results, so
far initial results from Germany have already been published [6].

B. NaPiRE Survey Replication in Brazl

When we decided to replicate the NaPiRE survey in Braxzil, it
was already designed and all the instruments were available.
Therefore, in this section we focus on the details of how we
planned and operated the replication in Brazil. Further
information on the design of the surveys can be found in [6].

To plan the survey replication in Brazil, we held a couple of
meetings with the NaPiRE genera organizers?. During these
meetings, the online environment (EFS survey tool®) was
presented and some general guidelines for conducting the survey
were provided. We decided to trandate al instruments to
Portuguese, the participants’ native language.

Given the geographic dimensions of Brazil, to reach
organizations from different regions and to gather representative
data, the first author assembled a team of industry-focused
researchers spread across the country. The strategy consisted of
having researchers from the four main industry intensive regions
of the country involved. The resulting NaPiRE Brazil tean?
comprises a researcher from the South of the country, one from
the Southeast, one from the North and one from the Northeast.

Additionally, we contacted Softex, the organization
responsible for the most widely adopted software reference
model in Brazil, the MPS-SW, with over 600 assessments in all
Brazilian regions [19]. They promptly trusted us contacts of 254
organizations with currently valid MPS-SW assessments so that
they could be invited to take part in the survey.

Including a set of 80 additional relevant industry contacts
from the authors (20 contacts per author on average), we created
a list with contacts of representatives from 334 software
organizations. We believe this set to be representative for the
Brazilian software industry. Given the size of this industry
(thousands of software organizations [20]), an extensive survey
to reach all of them would be ailmost impossible.

We then configured the environment and sent the invitations
with a link and password to the online survey to the list of
contacts by e-mail. The survey was sent in December 2014, with
reminders in January 2015 and February 2015. In total, 118 of
the 334 invited organization representatives logged in to answer
the survey. Out of these, 74 representatives answered the
questionnaire completely (9 only read the initial instructions, 18
dropped at the first page of the questionnaire, and 17 dropped
the survey in the middle). The median time to answer the survey
completely was 29 minutes.

2 www.re-survey.org
3 www.unipark.com/en



IV. TOWARDSBUILDING KNOWLEDGE ON CAUSES
OF CRITICAL REPROBLEMS

In this section, we provide the initial survey results
concerning the identified critical RE problems and their common
causes as reported by industry. We also explain how the gathered
information was organized into probabilistic cause-effect
diagrams to provide a further understanding on common causes
of RE problems. We start by presenting the characterization of
the responding organizations as this information is crucial to
enable a correct interpretation of the results.

A. Characterization of the Responding Organizations

To provide a summary of the characterization of the
responding organizations, we will present information on their
size and the used process models and RE standards. We will also
present the roles of the participants within the organizations and
their experiencein thisrole.

Concerning size, in Table | we can observe that the survey
included both extremes, small and medium-sized and very large-
sized organizations.

In Table Ill, we can observe that most of the surveyed
organizations follow reference-model-based standards, such as
MPS-SW and CMMI-Dev. This, of course, may have been
influenced by the strategy of also distributing the survey to the
organizations with valid MPS-SW assessments. Nevertheless,
many organizations answered that they follow the standards of
the adopted development process and their own standards.

TABLEIII. RE STANDARD (OR REFERENCE M ODEL)
RE Standard No. of Answers
SW reference model (e.g., CMMI-Dev, MPS-SW) 39 (52.70%)
Adopted development process (e.g., RUP, Scrum) 25 (33.78%)

Self-defined (including a process with deliverables, 19 (25.68%)
milestones and phases)

Self-defined (including a process with roles and 18 (24.32%)
responsibilities)

Self-defined (including artefacts and templates) 18 (24.32%)
None 1(1.35%)

To characterize the participants, their roles in the
organization are shown in Table IV and their experience in these
roles is shown in Table V. It can be seen that participants are
mainly project managers and highly experienced.

TABLEI. SIZE OF THE SURVEYED ORGANIZATIONS
Szer No. of AnSwers TABLE IV. ROLES OF THE PARTICIPANTS
1-10 Employees 11 (15.49%) Role No. of Answers
11-50 Employees 15 (21.13%) Project Manager 32 (45.07%)
51-250 Employees 17 (23.94%) Business Analyst 8 (11.27%)
251-500 Employees 5 (7.04%) Developer 4 (5.63%)
1001-2000 Employees 5 (7.04%) Test Manager / Tester 3 (4.23%)
M ore than_ZQOO Employees 15 (21.13%) Requirements Engineer 2 (2.82%)
! nyal I.d (mi SS' ng) answers S (N/A) Others* 18 (25.35%)
* Sizeincluding software and other areas. ) o
Invalid (missing) 3 (NA)

Regarding the process model, Table |1 shows that most of the
surveyed organization adopt agile (mainly Scrum-based) process
models, followed by iterative and incremental process models
and the traditional waterfall model. It is noteworthy that some
organizations informed to use more than one process model to
handle different types of projects. One explanation for changing
process models is that organizations might have to follow a
waterfall model during a bidding procedure while adopting
scrum once the project is formally assigned.

* Other informed values include development directors, program managers and
portfolio managers (7), quality assurance analysts (7), and people from the
software engineering process group (4).

TABLE V. EXPERIENCE OF PARTICIPANTSIN THEIR ROLES
Experience No. of Answers
Specidlist (more than 3 years) 52 (73.24%)
Experienced (1 to 3 years) 15 (21.13%)
Newbie (up to 1 year) 04 (5.63%)

While we had no control over which organizations and

TABLE L. PROCESS MODEL

Process M odel No. of Answers
Scrum 45 (60.81%)
Waterfall 22 (29.73%)
Rational Unified Process (RUP) 19 (25.68%)
Extreme Programming (XP) 7 (9.46%)

V Model 4 (5.41%)
Others* 11 (14.86%)

* Others includes self-adapted process models (4), other iterative and
incremental development process models (4) and other process models based on
agile methods (3).

representatives would answer the survey, we were happy to
obtain such a representative characterization, including small,
medium and very large-sized organizations enrolled in both,
plan-driven and agile development methods, and to have our
answers provided mainly by highly experienced professionals.

B. Ciritical RE Problems

Based on a set of 21 precompiled general RE problems listed
in the NaPiRE questionnaire [6], the participants were asked to
rank the five most critical ones.



The most critical RE problems, as ranked by the survey
participants, are shown in Table VI. This table shows the 8 RE
problems that were cited between the five most critical ones by
more than 20% of the respondents. The table also shows how
often each of these problems was ranked as being the most
critical problem of all. We observe that communication problems
were often cited (problems #1 and #4), as well asincomplete and
underspecified requirements (problems #2 and #3).

TABLE VI. MosT CRITICAL RE PROBLEMS

# RE Problems Cited* Ranked #1*
Communication flaws between the o o

. project team and the customer 2Ry B

2 Incomplete and/or hidden requirements 31 (41.89%) 12 (16.22%)
Underspecified requirements that are too

3 abstract and alow for various 31(41.89%) 3 (4.05%)
interpretations

4 tC;gmmumcatlon flaws within the project 26 (35.14%) 5 (6.67%

5 |nsufficient support by customer 21(28.38%) 5(6.76%)

6 Inconsistent requirements 18 (24.32%)  2(2.70%)

7 Time boxing / Not enough time in 17(22.97%) 1 (L35%)
genera

8 Moving targets (changing goals, 15(2027%) 5 (6.67%

business processes and/or reqg.)
* The probabilities were calculated based on the overall amount of 74
participants although some of them (9) did not inform any of the problems. We
decided to keep the total amount as basis because we were not sure if they did
not find the problems relevant or if they did not want to think about it.

C. Causesof Critical RE Problems

After selecting the five most critical RE problems, we asked
our respondents to provide what they believe of being the main
causes for each of the problems. They provided the causesin an
open question format, with one open question for each of the
previously selected RE problems.

We analyzed the provided qualitative data and aggregated
similar causes even when textual descriptions differed; always
counting the number of times each cause was reported for a
given problem. Therefore, we used the constant comparative
method [21] to compare each textual cause description against
our already catalogued list of causes.

Thereafter, to build the probabilistic cause-effect diagrams
for each RE problem, we categorized the causes as suggested in
[8] and generated probabilities based on frequency counting.
Figure 2 shows the probabilistic cause-effect diagram for the
problem ‘Incomplete and/or hidden requirements’ (#2 in Table
V1). The 31 organizations that ranked this problem among the
most critical provided 34 instances of causes for it, which could
be mapped to a list of 20 catalogued causes with different
frequencies that were used as input to generate the diagram. It
can be seen that, according to the survey participants, the most
common causes for this problem are related to the people
category and the lack of skills in RE (29.41%), athough the

Method and Input categories each were responsible for more
than 20% of the causes informed for this problem.

Due to space limitations, the remaining probabilistic cause-
effect diagrams for the five top ranked RE problems are
available online!, where the user can select the problem and then
look at the respective diagram to obtain a further understanding
0N COMIMON CaLISes.
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RE (2.94%)
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Figure 2. Probabilistic cause-effect diagram based on problem ‘Incomplete
and/or hidden requirements’ based on the surveyed industry data.

V. DISCUSSION

Given our previous causal analysis experiences, the wide
range of organizations that participated in the survey and their
representative  characterization (including, for instance,
differently sized plan-driven and agile-oriented organizations),
we believe that the resulting probabilistic cause-effect diagrams
generated from cross-company data should provide useful
additional input into causal analysis sessions for companies
working in same or similar project settings. This is especialy
true for organizations that do not have any accumulated
knowledge on common causes of RE problems.

It is noteworthy that organization may also need to calibrate
the probabilities of the diagrams with the causes identified in
their own causal analysis sessions, by using an approach similar
to the one detailed in the experience described in [9]. Still, we
believe that the knowledge on common causes generated as a
contribution of this paper constitutes a useful starting point.

To provide some preliminary support for these claims, we
interviewed an industry representative of the software
engineering process group of a Brazilian CMMI-Dev level 3
company that is currently implementing causal analysis
practices. We showed her the probabilistic cause-effect diagrams
and she found the contained knowledge useful and was promptly
willing to use the diagrams to support causal analysis sessionsin
her environment. This strengthens our confidence in the
suitability of our resultsto establish an intra-company knowledge
base on common RE problems and their causes.



VI. CONCLUDING REMARKS

In this paper, we gathered data on critical RE problems and
their common causes by replicating the NaPiRE survey in Brazil.
We presented the results concerning the most critical RE
problems and represented the knowledge on common causes of
these problems by building probabilistic cause-effect diagrams.

The chosen dissemination strategy enabled us to get answers
from a wide range (74) of Brazilian organizations. The
characterization showed a large diversity of the responding
organizations including differently sized plan-driven and agile-
oriented organizations.

The survey results alowed us to identify the most critical RE
problems according to the responding organizations (Table V1)
and to observe that they are mainly related to communication
problems and incomplete or underspecified requirements. In
addition, the probabilistic cause-effect diagrams (see Figure 2)
showed to be suitable for the presentation of knowledge on
common causes of the RE problems in an easily understandable
way. The probabilistic cause-effect diagrams for the RE
problems identified as the five most critical ones are available
online. We believe that these diagrams provide useful input into
causal analysis sessions at specific organizations, especially for
organizations that do not have accumulated knowledge on
common causes of their RE problems. Case studies on this
matter form a high-priority scope of our future work.

Future work also comprises: (a) considering more NaPiRE
data (from different countries) to build the knowledge on
common causes based on a larger cross-company dataset, (b)
further exploring other data gathered as part of the NaPiRE
Brazil survey, such as RE problem mitigation actions, and (c)
integrating the overall survey results into an empirical software
engineering body of knowledge [22].
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Abstract—Review function, as a feedback mechanism from users
to developers and vendors, is provided by most APP distribution
platforms that allow users to rate and comment an APP after
using it. User reviews are recognized as a valuable source to
improve APPs and increase the value for users. With the sharp
increase in the amount of user reviews, how to effectively and
efficiently analyze the user reviews and identify potential and
critical user needs from them to improve the APPs becomes a
challenge. In this paper, we propose an approach to
automatically identify requirements information and further
classify them into functional and non-functional requirements
from user reviews, using a combination of information retrieval
technique (TF-IDF) and NLP technique (regular expression) with
human intervention in keywords selection for requirements
identification and classification. We validated the proposed
approach with the user reviews collected from a popular APP
iBooks in English App Store, and further investigated the cost
and return of our approach: how the size of sample reviews for
keywords selection (cost) affects the classification results in
precision, recall, and F-measure (return). The results show that
when setting an appropriate size of sample reviews, our approach
receives a relatively stable precision, recall, and F-measure of
requirements classification, in particular for non-functional
requirements, which is meaningful and practical for APP
developers to elicit requirements from user reviews.

Keywords-requirements identification;
classification; user review analysis

requirements

1. INTRODUCTION

Review function is provided by most APP distribution
platforms (e.g., Apple App Store, Google Play) that allow users
to rate and comment an APP after using it, which provides a
feedback mechanism from users to developers and vendors of
the APP. User reviews are recognized as a valuable source to
improve APPs and increase the value for users [9][18], as the
reviews help developers to better understand user needs as a
type of collective knowledge [19]. However, existing APP
platforms provide limited support for developers to
systematically filter, aggregate, and classify user feedback to
derive requirements [9]. User review and rating information
has been investigated for technical and business purposes (e.g.,
APP price prediction) [11]. Pagano and Maalej collected the
user reviews of the top 25 APPs from each of the 22 categories
from App Store [1]. Based on the review data, they studied the
content of user feedback and its impact on the user community.
Chandy and Gu proposed an approach to automatically identify
spam reviews in the iOS App Store [5]. However, there is little
work on systematically and automatically identifying and
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classifying requirements information from user reviews, which
will significantly improve requirements elicitation and analysis
in APP development. To this end, we propose an approach to
automatically identify requirements information from user
reviews and further classify them into functional (FR) and non-
functional requirements (NFR), which are the basic
classification of software requirements. For the practical
application of the proposed approach, we further analyze the
cost and return of our approach: how the size of sample
reviews for keywords selection (i.e., the cost, described in
Section III) affects the classification results in precision, recall,
and F-measure (i.c., the return, presented in Section IV.C).

In the rest of this paper: Section II provides an overview of
our proposed approach and the tool support. Section III
describes the principles, TF-IDF technique, and process of
selecting keywords for automated requirements identification
and classification. Section IV presents the experiment material
(user reviews of a popular APP iBooks) and the experiment
results. The implications of the results are discussed in Section
V. The threats to validity are described and analyzed in Section
VII. Related work is discussed in Section VI. We conclude this
work with further work directions in Section VIII.

1I. APPROACH AND TOOL SUPPORT

When developing and continuously updating APPs,
developers (especially requirements engineers) are responsible
for being very much concerned about user experience and
needs (e.g., privacy requirements [20]). If the requirements
information from user reviews can be automatically identified
and classified, it will significantly help developers and vendors
to improve the quality and satisfaction of the APPs, for
example, collecting critical and missing features for APP
update. To this end, we propose an automated approach with
tool support for identifying and classifying requirements from
user reviews (see Fig. 1). There are two components in this tool:
User Reviews Extractor is used to extract and collect user
review information from APP platforms as raw data to be
further processed, and Requirements Identifier and
Classifier is used to identify and classify requirements from

user reviews into FRs and NFRs.
Requirements
Keywords

Requirements
Identifier and
Classifier

(APP URL ID) (APP Country ID)

Comment of
User Review,

Title of
User Review,

User Reviews
Extractor

Figure 1. Proposed approach and tool architecture



A. User Reviews Extractor

User Reviews Extractor uses A4PP URL ID and APP
Country ID as input parameters to extract the user reviews of
an APP from a specific APP platform. In the experiment of this
work, we extracted and collected user reviews (including
comment and title of user reviews) from APPs in Apple App
Store. User Reviews Extractor uses the APIs provided by an
open source package AppReviews' for accessing and retrieving
the user reviews from App Store, which provides individual
web portal in different countries with local languages. Each
country store has its own APP Country ID, which allows us to
access App Store for each country and retrieve the user review
data of a specific APP using APP URL ID.

B.  Requirements Identifier and Classifier

Requirements Identifier and Classifier is used to
automatically identify requirements from user reviews and
further classify them into FRs and NFRs. The inputs of
Requirements Identifier and Classifier are the fitle and
comment of user reviews and the extracted keywords (detailed
in Section III) and the outputs are FRs and NFRs that are
automatically classified. Note that some input user reviews
may not contain any requirements information, which are
namely spam reviews. These spam reviews > are roughly
filtered out in Phase 2 (i.e., pre-processing user reviews). The
execution process of this component is composed of five
sequential phases as shown in Fig. 2, which are further detailed
in this section.

Phase 1: Input User Reviews
(obtained by APIs of Apple App Store)

v

Phase 2: Pre-process User Reviews
(combine title and comment of review,
stop-word elimination, stemming)

Phase 3: Extract Keywords
(use TF-IDF technique with human
intervention)

v

Phase 4: Combine Keywords
(use regular expression)

v

Phase 5: |dentify and Classify Reviews
(into FRs and NFRs)

Figure 2. Processing phases of Requirements Identifier and Classifier

Phase 1: Input User Reviews to be processed: Preparing
user reviews to be processed obtained by User Reviews
Extractor as the input of Requirements Identifier and
Classifier.

Phase 2: Pre-process User Reviews: User reviews obtained
by User Reviews Extractor are pre-processed by
automatically combining the title and comment of these

! hitp://www.perculasoft.com/appreviews/
2 We are not intending to filter out all spam reviews, but only the obvious
spams to improve the efficiency of subsequent processing.

reviews as the target content, followed by eliminating
punctuation marks (such as “,”, “.”’) and stop words in natural
language processing, like “a”, “the”, and “this”, filtering out
spam reviews (e.g., the reviews less than three words), as well

as word stemming [3].

Phase 3: Extract Keywords: In this phase, human experts
(e.g., requirements engineers) first manually identify and
classify a certain number of user reviews as NFRs or FRs,
which are regarded as correct classifications, and then these
classified NFRs and FRs are used as sample reviews to extract
requirement keywords for automated identification and
classification of NFRs and FRs respectively. These
requirement keywords are automatically extracted from the
sample reviews using TF-IDF technique [16] with human
intervention by following the keywords extraction procedure
detailed in Section IIL.B.

Phase 4: Combine Keywords: Requirements Identifier
and Classifier combines the extracted keywords, the
requirement keywords from each sample review (obtained from
Phase 3), in various logical relationships (e.g., OR “|”) of
regular expressions (e.g., bug|crash). These regular expressions
are used to match (identify and classify) user requirements
from user reviews in Phase 5. For example, for FR,
Nis|are*choice$, which represents such phrases “is ... choice”
or “are ... choices”.

Phase 5: Identify and Classify User Reviews: User
requirements are identified and classified from the pre-
processed content of reviews (obtained from Phase 2) using the
regular expressions (obtained from Phase 4). A user review is
automatically identified as requirement and classified into a
NFR (or FR) using the regular expressions if the review can
match the regular expressions (obtained from Phase 3). Note
that, the identification and classification of requirements are
performed in one step.

III. KEYWORDS SELECTION

A. Sample Reviews

According to the description in [14], a functional
requirement specifies “a function that a system must be able to
perform”, “what the product/system should do”, and a non-
functional requirement is restricted to a set of specific qualities
other than functionality: such as usability, reliability, and
security. For example, a user review: “the loss of the bookshelf
look, the boring and ugly flat design plus the stark white
background make it extremely difficult to read anything on this
app.” can be manually classified by domain experts as a NFR
usability; another user review: “at least give me the option of
how I would prefer it to look.” can be categorized as a FR that
allows users to configure the style of Ul. These manually
identified and classified NFRs and FRs are used as sample
reviews to extract keywords for NFR and FR identification and
classification.

B. Keywords Extraction

As shown in Fig. 1, the requirement keywords are used to
identify requirements information from user reviews and
further to classify them into FRs and NFRs. The selection of
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the keywords is critical to the quality of the requirements
identification and classification results.

In the field of information retrieval, Term Frequency -
Inverse Document Frequency (TF-IDF) [16] is a statistic-based
technique used to reflect how important a word is to a
document in a collection or corpus. This technique has been
successfully applied to text mining and classification (e.g.,
[15]). We use TF-IDF to calculate and evaluate the importance
of a word extracted from each sample NFR (or FR) review to
the set of sample NFR (or FR) reviews that are manually
classified by domain experts. TF means the importance of a
word extracted from each sample NFR (or FR) review to the
sample review. The words that obtain a high TF-IDF score in
each sample review require further checking by human experts,
who judge and select the keywords which act as representative
keywords of the sample review. For example, “privacy” is not
considered as the keyword for FR, and “feature” is filtered out
from the keywords for NFR. The selection criteria employed
by human experts are very simple: for FR, the words which
typically represent the NFR information should be excluded
from the FR keywords (e.g., “privacy”, “security”, “usability”,
and “crash”); for NFR, the words which typically represent the
FR information should also be excluded from the NFR
keywords (e.g., “feature” and “choice”).

The formulas for calculating the TF-IDF score of each word
[16] are as follows (Formula (1) and (2) are used for
calculating the TF-IDF score of NFR and FR words
respectively), which are further explained below.

freg®v,w) RG] Nafi(w) (1)
|Rv | Na(w)  Na(w)

freg®v,w) | [RW| NFW) ()
|Rv| Na(w) Na(w)

Score,; (W)=

Score, (w) =

Each word w in a sample review (NFR or FR) will obtain a
TF-IDF score Score,;(w) or Score;(w), which represents the
importance of the word w in identifying and classifying user
reviews. freq(Rv,w)/|Rv| denotes the TF (term frequency)
section of TF-IDF, in which |Rv| refers to the quantity of all the
words contained in the review Rv and freq(Rv,w) represents the
frequency of word w appearing in the sample review Rv.
log(IR(w)|/Na(w)) represents the IDF (inverse document
frequency) section of TF-IDF, in which Na(w) denotes the
number of sample reviews that contain the word w, and |R(w)|
denotes the number of reviews to be classified that contain the
word w. Nnfr(w) or Nfr(w) represents the number of NFR or
FR sample reviews that contain the word w. Nnfir(w)/Na(w) in
Formula (1) or Nfr(w)/Na(w) in Formula (2) implies if the word
w is more densely distributed in the set of sample NFR or FR
reviews, the word w is more important (i.e., Score(w) is higher)
in identifying and classifying NFRs or FRs from user reviews.

According to the obtained TF-IDF score of each word, the
words are extracted from each sample review as representative
requirement keywords of this sample review, and they are
added into the requirement keywords set (duplicated keywords
are removed). When keywords are extracted from all sample
reviews and added to the keywords set, the keywords selection
process is finished. The requirement keywords set is then used

to identify and classify requirements from user reviews. One
user review can be classified as NFR or FR when it contains
(can match) the requirement keywords of NFR or FR in the
requirement keywords set.

IV. EXPERIMENT

A. Experiment Material

iBooks is a popular APP in the books category to read and
buy books online through various Apple devices. This APP is
provided for free in App Store. We decided to choose the user
reviews of iBooks APP in English App Store as experiment
material for the following reasons: (1) there are a large number
of users of iBooks APP, which provide rich review data for the
experiment; (2) the user reviews of this APP can be easily
classified without the necessity of much domain knowledge,
which improves the reliability of the experiment results (further
discussed in Section VI); and (3) the review data in English is
widely understandable which might act as benchmark data for
other researchers to repeat this experiment using their own
classification methods and tools.

B.  Selected Keywords

As described in Section III, keywords are selected from a
set of manually classified sample reviews. To investigate the
cost and return of our approach, i.e., how the size of sample
reviews (cost) for keywords selection affects the classification
results (return), we provide increasing sizes of sample reviews
as follows: 1, 3, 5, 7, 9, 10, 20, 30, 50, and 100. It is worth
noting that these sets of sample reviews are independent of
each other (i.e., one user review cannot exist in two sample
sets). We then extracted the keywords from different size of
sample reviews for identifying and classifying user
requirements by following the keywords extraction procedure
(in Section III1.B). We first extracted the keywords from the
latest “1” user review of iBooks APP, and then we iterated the
keywords selection steps towards the remaining latest 3, 5, 7, 9,
10, 20, 30, 50, and 100 reviews from iBooks. Finally, all the
selected keywords from each set of sample reviews are
collected in an XML file and used to identify and classify
requirements from the user reviews of iBooks. The requirement
keywords, extracted using TF-IDF for each set of sample
reviews, and further checked by human experts (see Section
I11.B), are available online’.

C. Experiment Results

To investigate the effectiveness of our approach, we
compare the manual classification results by experts (the two
authors), which act as ground truth, with the identification and
classification results. The experiment use 1000 user reviews as
experiment material retrieved from iBooks APP in English App
Store. For the practical application of the approach, we further
analyze the cost and return of our approach as discussed in
Section IV.B, i.e., the experiment results are further evaluated
and compared with different sizes of sample reviews (cost)
using precision, recall, and F-measure of the classification
results (return). The experiment results are presented below.

3 http://www.cs.rug.nl/search/uploads/Resources/TF-IDF-Keywords.zip
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In iBooks APP from English App Store, we obtained 217
(set B in Fig. 3) user reviews containing FR information and
622 user reviews containing NFR information among the 1000
user reviews (some user reviews may contain both FR and
NFR information) by manual classification (i.e., the ground
truth). To examine that how the size of sample reviews affects
the classification results, we provide the sizes of sample
reviews as follows: 1, 3, 5,7, 9, 10, 20, 30, 50, and 100, which
is shown in the x-axis of Fig. 4 and Fig. 5.

We evaluate our approach through comparing automated
classification results with manual classification results. We use
F-measure which is a combination of precision and recall used
in the evaluation of information retrieval systems [2] to
measure the overall performance of the automated
classification results.

In this work, precision means the percentage of user
reviews that are correctly classified as FRs or NFRs compared
to all the classified results (i.e., set A divided by C as illustrated
in Fig. 3), and the recall refers to the percentage of user reviews
that are correctly classified as FRs or NFRs compared to the
manual classification results - the ground truth (i.e., set A
divided by B in Fig. 3).

B: Number of user reviews
[ ] containing FRs
(manual classification results
ground truth

A: Number of user reviews that are

correctly classified as FRs
(part of automatic classification results)

9 24 0.404 0.281 0.332
10 26 0.394 0.249 0.305
20 53 0.385 0.525 0.444
30 56 0.356 0.710 0.474
50 75 0.383 0.636 0.478
100 116 0.350 0.760 0.479
0.8

0.7

—4—Precision
——Recall
F-measure
0 Kf T T T T T T T T 1
1 3 5 7 9 10 20 30 50 100

Figure 4. Trend lines of Precision, Recall, & F-measure for FR classification
on 1000 iBooks user reviews with different sizes of sample reviews

TABLE II. RESULTS OF AUTOMATED NFR CLASSIFICATION ON 1000
IBOOKS USER REVIEWS WITH DIFFERENT SIZES OF SAMPLE REVIEWS

Sample Size No. of Precision Recall F-measure
Keywords
C: Number of user reviews that are ! > 0-909 0.032 0.062
[ ] classified as FRs 3 12 0.837 0.215 0.342
(automatic classification results) 5 16 0.836 0418 0.557
7 25 0.816 0.740 0.776
RECALL=A/B PRECISION=A/C 9 22 0.820 0.698 0.754
Figure 3. Recall and Precision calculation for classification results evaluation 10 28 0.826 0.704 0.760
. 20 43 0.795 0.810 0.803
We calculate and get the evaluation results of FR and NFR
classification as shown in TABLE I and TABLE II respectively 30 57 0758 0.897 0.823
(including the size of sample reviews, the number of extracted 50 82 0.761 0.895 0.823
keywords using TF-IDF, Precision, Recall, and F-measure for 100 104 0.745 0.924 0.825
FR and NFR classification). Fig. 4 and Fig. 5 show the trend
line of Recall, Precision, and F-measure for FR and NFR
classification results on iBooks user reviews along with !
different sample sizes of user reviews. These two figures show 0.9 ’/l—-é.
that the value of F-measure (represented in blue line) is 08 \‘—*\.__o———o\
significantly increased as the size (number) of sample reviews ’\.—_./ T————,
increases, but when the size of sample reviews reaches a 07 /
certain threshold, the value of F-measure tends to be stable. 0.6
The possible explanation of the experiment results and their 0.5 /
implications will be discussed in Section V.
0.4
TABLE L. RESULTS OF AUTOMATED FR CLASSIFICATION ON 1000 03
IBOOKS USER REVIEWS WITH DIFFERENT SIZES OF SAMPLE REVIEWS .
02 —4—Precision
Sample Size No. of Precision Recall F-measure 0.1 & —#-Recall
Keywords / F
-measure
1 5 0.000 0.000 0.000 0 -‘ T T T T T T T T |
3 15 0.406 0.129 0.196 tr 3 5 7 9 10 20 30 50 100
5 18 0454 0.184 0262 Figure 5. Trend lines of Recall, Precision, & F-measure for NFR classification
7 20 0.469 0.207 0.288 on 1000 iBooks user reviews with different sizes of sample reviews
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V. DISCUSSION

We explain the experiment results and discuss their
implications according to the visualization in Fig. 4 and Fig. 5.

1) In both Fig. 4 and Fig. 5, the value of F-measure
dramatically increases when the sample size increases initially
(e.g., from 1 to 20 for FR classification, and from 1 to 7 for
NEFR classification), and after that size (number) the value of F-
measure tends to be stable. This result implies that there is a
certain threshold of sample size that can achieve a comparably
good and balanced classification results without the necessity
to increase the sample size unceasingly.

2) The significant difference between the thresholds of
sample size for FR and NFR classification (20 vs. 7 in this
experiment) implies that NFR classification requires less
sample reviews to get a decent set of keywords reaching a
stable F-measure than FR classification, which is reasonable
since the FR keywords are more domain-dependent than the
NFR keywords. This may also explain a relatively higher F-
measure (e.g., when the sample size is 100) of the NFR
classification results (0.825) than the FR results (0.479).

3) From both Fig. 4 and Fig. 5, it can be found that the
three trend lines of Precision, Recall, and F-measure have an
intersection point (e.g., a sample size (number) between 10 to
20 for FR classification, and 20 for NFR classification), and
after that size (number) the value of F-measure tends to be
stable. This intersection point seems providing a reliable way to
decide the threshold of sample size as discussed in point (1) for
a balanced (cost vs. return) classification results. But this
conjecture should be validated with more experiments (APPs).

VL

We discuss the threats to the validity by following the
guidelines in [4] and how they are partially mitigated.

THREATS TO VALIDITY

Construct validity: We use F-measure from information
retrieval theory to evaluate the requirements classification
results. The automated requirements classification with our
approach is basically an information retrieval activity since
both of them use keywords to get results.

Internal validity focuses on the unknown factors that may
have an influence on the study results. This experiment is a
study about the performance of the proposed approach (to what
extend the approach can identify and classify requirements
from user reviews) using descriptive statistics. In other words,
we did not investigate and intend to establish any causal
relationship between the identification and classification results
and the factors that may impact the results in this study, and the
threats to internal validity are minimal.

External validity: We applied our approach to a popular
APP from the books category (application domain) in English
App Store with promising results. This experiment can be
repeated with APPs in other domains and languages to improve
the applicability and generalizability of the proposed approach.

Reliability: The manual requirements classification results
by experts are regarded as ground truth to be compared with
the automated classification results for the evaluation (in
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Section IV.C), but the manual classification results might be
different when conducted by different experts, which makes the
evaluation results not reliable. We tried to mitigate the
influence of this issue by three measures: (1) we selected a
general APP iBooks and its reviews can be reliably classified
without the need of much domain knowledge. (2) the manual
classification results by the first author were checked by the
second author, and any disagreement on the classification
results was discussed and resolved. (3) the manual
classification results were further examined by 10 master
students, who major in software engineering through voting.
We also set criteria (see Section III.B) to select requirement
keywords by experts, and this mitigates the bias when different
experts select representative keywords from the keywords
obtained by TF-IDF.

VIL

We summarize and discuss relevant work and their
relationship to our work in this section.

Chen and his colleagues proposed a method to
automatically mine informative reviews for APP developers,
and further rank these informative reviews [21]. Our work aims
to identify and classify the informative reviews that contain
requirement information as functional and non-functional
requirements.

RELATED WORK

Khalid and his colleagues [17] focused on low star-rating
user reviews of free iOS APPs, and identified 12 types of
complaints that users complain about. They found that
functional errors, feature requests, and APP crashes are the
most frequent complaints, which supports that user reviews are
indeed rich source of requirements.

Pagano and Maalej presented an empirical study on user
feedback in the App Store [1]. They mainly discussed the usage
of user feedback by the users, the content of user feedback, and
its impact on the user community in the App Store, through
analyzing the App Store review data with statistical approaches.
They also discussed the impact of user feedback to
requirements engineering, which inspires our work.

Galvis Carrefio and Winbladh focused on changing
requirements and creating new requirements using the topics
identified from user reviews [13], while our work is different in
that we try to identify original requirements and classify them
from user reviews. The outcome of our approach can act as
input (identified and classified user requirements) of [13] for
topics identification in requirements evolution.

Chandy and Gu proposed an approach to automatically
identify spam reviews in the iOS App Store [5], which
compared the performance of a baseline Decision Tree model
with a novel Latent Class graphical model to the classification
results of App review spam. The difference of their work to our
work is that they employ data mining techniques and focus on
spam identification.

Finkelstein and his colleagues [11] introduced a method to
extract feature and price information of the APPs in the
Blackberry App Store for an analysis that combines technical,
business, and customer properties. The analysis results are
further used as the input to predict the prices of APPs with



case-based reasoning, while our work focuses on the extraction
of user requirements information from APP user reviews.

Sagar and Abirami investigated conceptual modeling of
FRs in natural language [10]. For the purpose of visualizing the
FRs, they focus on automated extraction of concepts and their
relationships to create a conceptual model based on linguistic
aspects of the English language. Their work could be useful to
develop the conceptual model for FR identification and
classification from user reviews.

The work on mining general and APP repositories focuses
on analyzing the feature information among user reviews, and
understanding their inter-relationships with other factors, e.g.,
rating, price, downloads, and code [6][7][11]. Our approach
tries to combine App Store reviews mining and requirements
engineering to help developers understand the trend of software
products in order to improve their APPs.

VIIL

In this paper, we present an approach, which can
automatically identify and classify requirements from user
reviews. We validated the proposed approach with user reviews
collected from a popular APP iBooks in English App Store,
and further investigated the cost and return of our approach:
how the size of sample reviews for keywords selection (cost)
affects the classification results in precision, recall, and F-
measure (return). The results show that when setting an
appropriate size of sample reviews, our approach receives a
relatively stable precision, recall, and F-measure of
requirements classification, in particular for non-functional
requirements, which is meaningful and practical for APP
developers to elicit requirements from user reviews. In the next
step, the approach can be improved in three promising aspects:

1) To validate our approach with user reviews of APPs
from other application domains (e.g., social networking,
finance) and languages (e.g., East Asian languages) and
perform comparative studies with other identification and
classification approaches (e.g., through data mining, machine
learning techniques) in order to mitigate the threats to the
external validity of the results.

2)  The identified and classified requirements can be
further prioritized to show their importance when hundreds-
and-thousands of requirements flooding to developers [8]. The
potential factors for prioritizing requirements from user
reviews are different from those for general requirements
prioritization, for example, rating information, length of user
review, and stickiness or importance of the user who submitted
the review. All these factors are expected to have an influence
on prioritizing requirements from use reviews, and other
potential factors should also be considered depending on the
needs of requirements prioritization in context.

3)  Functional and non-functional requirements are not
independent of each other [14], for example, one NFR may
impact many FRs, which is an important part of requirements
traceability. The potential relationships between classified FRs
and NFRs can be promisingly identified through their source
analysis, e.g., the user-review relationships.

CONCLUSIONS AND FUTRUE WORK
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Abstract— During interaction design, interaction models are
developed to help design adequate user interaction with the
system. MoLIC (Modeling Language for Interaction as
Conversation) is a language used to represent an interaction
model, which can then be used as a basis for building other
artifacts, such as mockups. However, inspections are necessary to
verify whether the MoLIC diagrams are complete, consistent,
unambiguous, and contain few or no defects, to avoid
propagating preventable defects to derived artifacts. In this
paper, we present MoLVERIC, a technique for the inspection of
MoLIC diagrams that uses cards with verification items and
employs principles of gamification. Furthermore, we discuss the
results of a pilot study conducted to analyze the feasibility of this
technique.

Keywords-component;  Interaction  Design;  Interaction

Modeling; Verification; Inspection Technique.

l. INTRODUCTION

Interaction design aims to design systems that are easy to
learn, effective when used and capable of providing a
rewarding experience to the user [1]. In this context, Semiotic
Engineering [2], a theory of Human-Computer Interaction,
deals with interaction as a communication process between the
user and the system, through its user interface. Based on
Semiotic Engineering, Barbosa and Paula [3] proposed MoLIC
(acronym for Modeling Language for Interaction as
Conversation), a language to model this interaction. MoLIC
diagrams can be used by different practitioners involved in the
development of systems for modeling a global view of the
application’s apparent behavior. Moreover, MoLIC diagrams
can serve as a basis for the construction of other artifacts in the
development of interactive systems, such as mockups. Santana
et al. [4] proposed the use of a communication theory called
Grice's Cooperative Principle [5] for inspection of MoLIC
diagrams with the focus on user communication.

However, MoLIC diagrams should be also verified with
respect to  their  consistency, = completeness  and
comprehensibility in order to reduce the number of defects and
to prevent them from propagating to derived artifacts. To
investigate the quality of MoLIC diagrams, we conducted a
preliminary study that has identified several defects which had
been inserted during interaction modeling. Through such
inspection, the propagation of defects in MoLIC diagrams can
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be avoided, reducing the cost of correcting such defects in later
stages of the software development process [6].

In this paper we present MoLVERIC, a technique for
inspecting MoLIC interaction diagrams. The MoLVERIC
technique was developed based on the defects that were found
in a preliminary study. The purpose of MoLVERIC is to
provide a simple way to identify defects in MoLIC diagrams,
so that the technique can be easily adopted by both academy
and industry. With this technique, we intend to prevent possible
defects from being transferred to artifacts that are constructed
based on the MoLIC diagrams. To assess whether MoLVERIC
can support inspectors in detecting defects, we conducted a
pilot study, whose results have provided evidence of the
feasibility of MoLVERIC to inspect MoLIC diagrams.

The remainder of this paper is organized as follows.
Section Il presents the MoLIC language. Section Il describes
the defect types found in MoLIC diagrams in our preliminary
study. Then, Section IV presents the MoLVERIC technique,
and Section V describes the pilot study conducted to evaluate
MoLVERIC. Finally, we present some concluding remarks and
discuss future work.

Il. MoLIC

MoLIC is based on Semiotic Engineering [2], a theory of
HCI with particular focus on the communication between the
designer and the user mediated by interactive systems, through
the designer’s deputy, which is the user interface. The
designer’s deputy “talks” with the user, enabling the mediated
designer-to-user communication about the designer’s view and
design decisions. Because the designer-to-user message is
about the messages users can exchange with the user interface,
it is called a metacommunication message. MoLIC was devised
to represent this message.

A MoLIC diagram can be created after the requirements
elicitation, within the analysis stage of the software
development process. The purpose is to promote the designers’
and developers’ reflection on the interaction alternatives that
they intend to provide to the users [7]. To illustrate the MoLIC
diagrammatic notation [7], Figure 1 represents a diagram of a
simple system for calculating a person’s Body Mass Index
(BMI). The basic elements of a MoLIC diagram are the
following:


mailto:@icomp.ufam.edu.br
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u:access the application

Access the application

log in the application{

Create new account

O,

precond: user not registered
u: create new account

d+u: e-mail
d+u: password

}

d: valid login

Wiew weight assessment

view the result{
d:name

AMND {
inform personal dataf
d+u: weight
d+u: height

inform account dataf

d+u: e-mail
d+u; password

d: registration successful

d: invalid data

u: confirm the
registration

d: BMI
d: weight goal
}

©

Figure 1. A MoLIC diagrams example.

Opening point: Indicates where the interaction can start,
i.e., when the user accesses the system. It is represented
by a filled black circle.

Scene: Represented in the diagram as a rounded rectangle.
The scene shows the moment in the interaction where the
user decides how the conversation should proceed. The
top compartment contains the topic of the scene and
represents the user’s goal. The second compartment
details the following elements:

a) Signs: represent the information involved in the
utterances issued by the user (i.e., user input) and by the
designer’s deputy (i.e.,, system output) during the
dialogues. In Figure 1, we have the following signs in the
“Access the application” scene: “e-mail and password”.

b) Utterances: constitute the dialogue and specify who is
emitting the sign: whether it is the user (u) or the
designer’s deputy (d). The signs issued only by the
designer’s deputy (e.g, system output) are preceded by
“d”. In Figure 1, we have the following signs and
utterances in the “View weight assessment™ scene, e.g.
“d: name, d: BMI and d: weight goal”, all emitted by the
designer’s deputy, because they are just for providing
information to the user. When the designer allows the
user to talk about the signs, e.g., when it involves user
input, we say that both the designer and the user emit the
sign, which is then preceded by “d+u”. In Figure 1, we
have such signs in the “Access the application” scene:
“d+u: e-mail, d+u: password”, for example.

c) Dialogues: compose a conversation about a topic, and
consist of utterances on signs. In Figure 1, one example
of dialogue is “view the result” (in “View weight
assessment”).

d) Structures of dialogues: in some cases, the dialogues
can be composed by other dialogues according to some
structure. In these cases, these structures can be
represented by the reserved words SEQ, XOR, OR or
AND. The SEQ structure represents the dialogues that
must be exchanged in the specified sequence. The XOR
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structure represents mutually exclusive dialogues. The
structure OR represents the choice of exchanging one or
more dialogues. The structure AND represents the use of
all dialogs, but not in a predefined sequence. In Figure 1,
the AND structure represents the use of all dialogs
"inform personal data" and "inform account data".

Transition Utterance: Represents turn-taking, or rather
turn-giving, where either the user or the designer’s deputy
gives the turn to the other, for instance, to change the
topic of the conversation, as described below:

a) User Utterance: represents the user’s intent to
proceed with the conversation in a given direction. It is
represented by an arrow in the diagram, labeled with a
user utterance indicator (u:), e.g. “u: ok” in Figure 1.

b) Designer Utterance: represents the designer’s
deputy’s answer to a user utterance, typically provided
after a system process. It is represented by an arrow in
the diagram, labeled with a designer utterance indicator
(d:) e.g. “d: valid login” in the Figure 1.

Precond: represents a necessary precondition in the
diagram. In Figure 1, the user can only create an account
if (s)he is not yet registered. This precondition is
represented before the user utterance through "precond:
user not registered".

System process: It is represented through a black box in
the diagram. It represents the internal processing (of a
user request) which needs to provide adequate feedback to
the user, i.e., when there are different outcomes possible.

Breakdown recovery utterance: is a type of utterance
provided to help the user recover from a communication
breakdown. It is represented by a dashed directed line in
the diagram with the corresponding utterance, e.g. “d:
invalid data” in Figure 1.

Ubiquitous access: represents an opportunity for the user
to change the topic of the conversation from any other
scene, to achieve an objective different from the current
one. Itis represented through a gray rounded rectangle.



8. Closing point: represents the end of the interaction, when
the user leaves the system. It is represented as a filled

black circle within a circle with no padding.

1l. TYPES OF DEFECTS IN MoLIC DIAGRAMS

The types of defects that can be found in a MoLIC diagram
were defined based on the taxonomy presented by Travassos et
al. [6], as shown in Table I. Using a taxonomy of defects is
important in order to assist the inspectors (practitioners who
carry out the inspection) in the identification and categorization
of defects.

TABLE I. DEFECTS TAXONOMY FOR MOLIC DIAGRAMS
Types of Defects Description of Defects
Omission Omission or negligence of any information necessary to
solve the problem in the interaction diagram.
Ambiguity Unclear definition of a certain information in the interaction

diagram, which may lead to multiple interpretations.

Incorrect Fact Misuse of the interaction diagram elements.

Inconsistency Conflicting information between the interaction diagram

elements and the information needed to solve the problem.

Extraneous
Information

Unnecessary information included in the interaction diagram
(i.e., information that is not needed to solve the problem).

We conducted a preliminary study with 13 subjects in order
to evaluate the quality of some sample MoLIC diagrams. Study
subjects were undergraduate students (in their final year) and
graduate students in a Computer Science course. Before the
study, all subjects received training in using the MoLIC
language to model the interaction of a system, because the
subjects had no experience with MoLIC diagrams. Each subject
individually built the MoLIC diagram, using computers with a
MoLIC designer tool* installed.

After the study execution, two experts in MoLIC diagrams
verified the produced diagrams. These experts found the
defects in the artifacts and categorized them according to the
taxonomy shown in Table 1. During the analysis, the repeated
defects were united. In the total we identified: 13 omissions, 5
extraneous informations, 1 ambiguity, 7 incorrect factc and 5
inconsistencies.

TABLE I1. DEFECTS FOUND IN MoLIc DIAGRAMS FOR EACH TYPE OF
DEFECT
Subjects | Example of Defect Found in the MoLIC
Type of Defect © Diagram
Omission S2, S4, Did not use the notat_ion of the utterance for the
S5, S12 user (u:) and the designer’s deputy (d:).
Used two user transition utterances for the same
Ambiguity S12 goal, thus providing multiple interpretations for
the user request.
Incorrect S4, S8, Used verbs that do not represent the user goals.
Fact S9, S11
Inconsistency S1, S5, U_sed a transition arrow direc_tion inconsistent
S6, S11, with the sequence of interaction scenes.
Extraneous Represented some scenes that were not in the
. S4, S8, - . .
Information context of the interaction scenario.

1.

In Table I1, we present one detailed example of each type of
defect found in MoLIC diagrams. In addition, the defects are
associated with the subjects who developed the diagrams
containing the defects. As noted in this study, MoLIC diagrams

https://code.google.com/p/molic-designer/
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may contain defects, which can impair the understanding of the
practitioners involved during the development of the systems.
Therefore, it is important to perform inspections in MoLIC
diagrams before they are used in the next phases of the systems
development, for creating new artifacts such as mockups, for
instance.

IV. MOLVERIC

Inspection of system artifacts during development has been
shown to improve the quality of the system and reduce
development costs. An inspection is a method for identifying
defects in early stages of the development [6]. Conducting
inspections is essential because design defects can directly
affect the quality of the systems [6]. One of the most widely
used methods in the inspection is Checklist [8]. Checklists
provide support for inspectors during the defects detection
through verification items [8].

MoLVERIC is a checklist-based inspection technique,
developed with the goal of assisting practitioners in the
inspection of MoLIC diagrams. All verification items of
MoLVERIC were developed based on the defects found in the
preliminary study, as described in Section I1l. The verification
items assess both the consistency of MoLIC diagrams with the
interaction scenario/system requirements; and the notation used
in the MoLIC diagrams. To motivate the inspection of MoLIC
diagrams, MoLVERIC employs gamification [10] techniques.
Each card corresponds to a verification item and includes the
number of points awarded to the inspector each time he/she
finds the defect described in the card. Each verification item
assists the inspector in reporting the type of the identified
defect. With respect to the score, items that verify defects that
compromise the purpose or understanding of the diagram
award 20 points, whereas items that verify a syntax defect,
which does not compromise the objective or understanding of
the diagram, award 10 points. The verification cards are
divided into categories corresponding to the elements of the
MoLIC diagram, such as Scene, Transition Utterance and
Signs. During the development of the verification items for
each category of the MoLIC diagram elements, we noted that
some defects were related to more than one element. Therefore,
we developed different verification items for single elements
and for related elements. To do so, we developed two types of
cards: Regular Cards and High Cards.

Closing point

Figure 2: Verification items from MoLVERIC: Regular Cards
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Regular Cards have one-to-one correspondences to
elements of the MoLIC diagram. There are Regular Cards for
the following elements: Scene, System Process, Opening Point,
Closing Point, Ubiquitous Access, Precond, Dialogues and
Signs. In Figure 2, the Regular Cards are presented using the
following structure: (1) Description of the verification item, to
assist the inspector in the identification of defects; (2) Type of
defect to be reported; (3) Points of the card and (4) Code of the
verification item.

High Cards have verification items for elements related to
other elements in the MoLIC diagram. The goal of the High
Cards is reduce the inspection time for elements that are related
in the diagram. There are High Cards for the elements
Transition Utterance and Breakdown Recovery Utterance. A
Transition Utterance element is related to the elements: Scene,
System Process, Opening Point, Closing Point and Ubiquitous
Access. Figure 3 shows an example of an inspection using a
High Card for the Transition Utterance element, where the
following verification item is used for the related elements:
“Do the utterances show who uttered them ("u:" for the user
and “d:” for the designer’s deputy)? If the answer is negative,
report it as an Omission defect.”

._o

Figure 3: Verification items from MoLVERIC: High Cards.

A Breakdown Recovery Utterance is related with the
elements: Scene, System Process and Ubiquitous Access. The
High Cards have the following structure in each card, as shown
in Figure 4: (1) Elements in the MoLIC diagram related with
the elements of the card; (2) Description of the verification
item, to assist the inspector in the identification of defects; (3)
Type of defect to be reported; (4) Points of the card and (5)
Code of the verification item. Furthermore, there are
instructions for the inspectors in order to show how to use
MoLVERIC.

V. PILOT STUDY OF MOLVERIC

In this pilot study, we did not use other inspection
technique for MoLIC diagrams to compare with the
MoLVERIC. The reason for this is that the only other known
technique (Grice's Cooperative Principle) has a different focus.
The pilot study activities are described as follows.

A. Pilot Study Planning

During the planning stage, we defined the resources needed
for implementing the study. Therefore, we planned the
execution environment, as well as the artifacts, as follows:

e Environment: The study was conducted in an academic
environment, where new technologies are tested before
being transferred to industry [11].

o Artifacts: (i) The MoLIC diagrams built in the preliminary
study described in Section IlI; (ii) forms for the subjects to
report the identified defects; (iii) instructions for using the
technique; (iv) post-study questionnaire to be answered by
each subject, to collect their opinions about the technique.

e Subjects: For the study, two subjects who had developed
MoLIC diagrams in previous projects were chosen to
inspect the diagrams. The subjects were graduate students
in Computer Science.

e Training: The subjects received training on the types of
defects and on the use of MoLVERIC.

B. Pilot Study Execution

During the study, each subject executed the inspection
individually. After the study, we analyzed the defects reported
in the forms and the post-study questionnaires.

C. Results Analysis

After the execution of the pilot study, we verified whether
the technique achieved the goal of detecting defects. The oracle
of defects contained a total of 24 defects (some defects are
repeated in the elements signs, scenes and transition utterance).
The number of defects, the inspection time and the indicators
of effectiveness and efficiency of each subject are described in
Table I11. The effectiveness was calculated using the number of
defects found by the subjects divided by the total number of
defects from the oracle. The efficiency was calculated on the
number of defects found divided by the time of inspection of
each subject.

TABLE II11. RESULTS PER SUBJECTS
. Number False Time . -
Subjects Defects Positive - Effectiveness Efficiency
S1 17 1 161 70.83% 10.55
S2 16 3 1.15 66.66% 13.91

Analyzing the effectiveness indicator, we can see that the
inspectors were able to identify more than 66% of the defects.
This is a good result in terms of effectiveness when compared
to the indicators achieved by other inspection techniques [12]
and, as such, it indicates the feasibility of MoLVERIC.
However, it is still necessary to perform a controlled
experiment to compare the effectiveness of MoLVERIC with
other techniques for identifying defects in interaction models.
Regarding efficiency, the subjects found 10.55 and 13.91
defects per hour. However, as the number of defects is directly
dependent on the inspected models, is not suitable to compare
the results of efficiency from this pilot study with the results of
other techniques.

To understand the opinions of the subjects, the answers to
the post-questionnaire were analyzed. Regarding the ease of
use of the technique, the subjects indicated the following:

“MOLVERIC helps to remember the elements that I should
verify and the types of defects I should inspect, for example:




Omission, Incorrect Fact, Extraneous

Information and Ambiguity.” (S1)

Inconsistency,

“The technique provides an inspection guide. This guide
does not leave the inspector lost. The technique makes the
inspection process fun.” (S2)

However, subjects also reported negative aspects regarding
the ease of use of the technique:

“l think that it takes a long time to learn to use the
technique.” (S1)

“I had trouble remembering some terms.” (S2)

Regarding the quote from S1 about the negative aspects of
the technique, this can be related to the amount of categories
and the related items. However, due to the small number of
subjects in this pilot study, this result cannot be considered
conclusive. This aspect will be examined in future research
with MoLVERIC. To understand how the subjects use
MoOLVERIC during the inspection, they answered the
following question in the post-questionnaire: “Is the structure
of MoLVERIC suitable for the inspection of the MoLIC
diagrams in the way you inspect an artifact?”

“[ think this is a good way to inspect. The structure of the
cards is good.” (S1)

“Yes, it directs the structure according to the MoLIC
diagram.” (S2)

However, during the study, the two subjects had difficulties
in understanding the Precond category, an element used to
specify a necessary precondition together with the Transition
Utterance element. Regarding the other categories during the
study, the subjects had no difficulty in the use of the other
cards. During the analysis of the defects reported by the
subjects, we verified that the subjects had no problems in
understanding each inspected element, i.e., they reported them
correctly according to the code for each card. However,
observing the quotation from S2 about the negative aspects,
there is a certain difficulty in understanding the term “issuer" of
the signs, which refers to the "d" for the designer and "u" for
the user. Furthermore, subjects responded positively to the
question "Would you recommend this technique for designers
who use the interaction modeling with MoLIC?" Both
inspectors indicated that they would recommend the use of
MoLVERIC. Based on the analysis of the results of this pilot
study, it was possible to obtain indicators of the feasibility of
using the technique.

VI. CONCLUDING REMARKS AND FUTURE WORK

The purpose of this paper was to present the results of the
pilot study to evaluate the feasibility of MoLVERIC. The
analysis study allowed us to identify problems during the use of
the technique, as well as terms which were not clear and
verification items that were not appropriate. Based on these
results, we are improving MoLVERIC, making the verification
items clearer. The results of the pilot study provided evidence
that MoLVERIC assists in detecting defects. However, these
results cannot be considered conclusive, and it is necessary to
carry out a controlled experiment with a larger quantity of
subjects.  Analyzing the perception of the subjects on
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recommending MoOLVERIC, there was mostly positive
feedback from the subjects. This may be an indication that the
technique is suitable for the inspectors of MoLIC diagrams.
The results of the pilot study provided initial evidence to the
feasibility of MoLVERIC to inspect MoLIC diagrams.

As future work, we intend to carry out a controlled study
with MoLVERIC to reinforce the results obtained in the study
pilot. In this next study, we expect to evaluate more precisely
the effectiveness and efficiency of MoLVERIC, so that it can
be adopted by the industry and academy in the future.
Furthermore, we intend to conduct a empirical study to analyze
the quality of artifacts developed from the MoLIC diagrams,
after the inspection with the MoLVERIC.
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Abstract— Impressive advancements in recent smart devices
suggests that the direction of software engineering’s future is in
development of System of Systems (SoS). Among many
concepts that emerged from SoS, we focus on IT Ecosystem — a
type of SoS that evolves itself in response to unplanned
environment changes. Maintaining autonomy of its participant
systems while preserving controllability over entire ecosystem
involves various challenges that we need to solve. In this paper,
we propose a middleware framework for supporting global
adaptation of IT Ecosystem which guides how to determine the
optimal adaptation strategy for configuring available systems
to satisfy local constraints while achieving global goals. To
support the selection of optimal set of participant systems, we
have applied genetic algorithm. The effectiveness of our
approach is evaluated through analyzing the results of a
simulated unmanned forest management IT Ecosystem
running the proposed framework while undergoing various
environmental changes.

Keywords-self-adaptive systems; dynamic reconfiguration;
IT ecosystems.

[. INTRODUCTION

We live among numerous and constant interactions with
smart devices running software. Recent technologies such as
cloud computing and Internet of Things (IoT) herald a
paradigm shift in the operation of software systems, where its
focus is transiting from operation of a single system to
operation of System of Systems (SoS). A number of recent
researches built on the idea of SoS introduced the new
concept of IT Ecosystem [2][3]. An IT Ecosystem is a
complex system compound composed of interactive and
autonomous individual systems, adaptive as a whole based on
local adaptivity [1]. Individual component systems within an
IT Ecosystem must constantly monitor their environmental
contexts in their working territories. If an identified
environment change demands reactive change to the system
configuration in a participant, that participant dynamically
changes its configuration using predefined strategy or
knowledge accumulated from previous learnings. The local
adaptation loop can be identified as a MAPE-K [3] loop and
can be realized through application of adaptation frameworks
such as Rainbow [5], MUSIC [6], or DiVA [7].

To create a sustainable IT Ecosystem, we need more than
a local adaptation mechanism: we need a means for global
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adaptation as to enable IT Ecosystem-wide dynamic
reconfiguration in reaction to environmental changes.
Unfortunately, existing adaptation frameworks mainly offer
benefits limited to local adaption of a single system,
restrictive in their applicability to ensuring sustainability
across entire IT Ecosystem. Therefore, in our research, we
propose a new adaptation middleware framework designed to
support both local and global adaptation mechanisms.

While the proposed framework is to be included in all
participant systems, not all components are always run.
Among the constituent components, those which implement
local adaptation mechanism in response to changes in
individual environments are always run. On the other hand,
components that execute global adaptation mechanism via
deploying new participant systems or dynamically
reconfiguring existing systems in response to drastic
environmental changes or significant performance drop
across the entire IT Ecosystem are only run on participant
system with <<Team Leader>> role. The role of Team
Leader is assigned dynamically, based on the environmental
situations of participant systems. The global adaptation
mechanism applies a genetic algorithm to make decisions
regarding where to place the most appropriate participant
system within a working environment, because genetic
algorithms can solve computational overhead problems when
IT Ecosystems grow in scale.

We have implemented our proposed adaptation
framework in a case study of IT Ecosystem for unmanned
forest management system, which is among the target
domains of our on-going research project. The case study will
help understand the benefits, along with the drawbacks, of the
proposed adaptation framework. The rest of the paper is as
follows: Section 2 introduces the proposed middleware
framework for IT Ecosystem adaptation. Section 3 illustrates
our proposed mechanisms in use for local and global
adaptations within the IT Ecosystem for unmanned forest
management. Section 4 discusses the effectiveness of the
global adaptation mechanism of the proposed framework
through analysis of experiment results. Section 5 reviews
related works addressing self-adaptation problems. Finally,
in Section 6, we present the conclusions for this study, along
with plans for our on-going work.



II. ADAPTABLE MIDDLEWARE FRAMEWORK FOR IT

In this section, we provide an overview of the proposed
adaptation middleware framework for IT Ecosystem. The
architecture of the framework is composed of five packages:
Felix, MAPE Core Bundle, Local Adaptation, ITE Global
Adaptation, and ITE Bridge (as shown in Fig. 1). Felix
package acts as the bridge between Android platform and
OSGi [4] which provides dynamic life cycle management
services for components. As depicted in Fig. 1, the proposed
framework targets Android platform because of the
platform’s support for mobility and for its flexibility in its
applicability to various application domains where it can
control a wide range of passive devices in individual

ECOSYSTEM

domain’s IT Ecosystems.

Felix package
Adaptation Bundle Activator which invokes bundle service
components required to run in higher level packages
according to system roles assigned at the participant system’s
initiation time, and Configuration Manager which manages
configuration changes when the need for internal component
reconfiguration arises due to external environment change.
Effectors implemented on Android follows instructions given
Configuration Manager to carry out the actual

by

includes

configuration change.

MAPE Core Bundle package includes MAPE-K cycle

managing components which enables applications to

two major

components:

perceive its environments and determine the next system
action to take. Components included in either ITE Global
Adaptation package and Local Adaptation package are
architecturally above MAPE Core Bundle package and
provided as OSGi bundles as to leverage basic component
lifecycle management services. All components included in
Felix package and MAPE Core Bundle package are domain
independent components. Local adaptation package, on the
other hand, includes different components depending on what
missions individual systems must carry out in order to
achieve the global goal of the ITE Ecosystem they participate
in. While basic skeleton components for maintaining MAPE
cycle operation threads are within MAPE Core Bundle
package, the domain-specific logic determining what to
monitor in order to analyze situational changes and what
action to execute are implemented by components included
in Local Adaptation package. In short, actual adaptation is
executed by binding Local Adaptation package components
to MAPE Core Bundle package components.

Information regarding the binding between MAPE Core
Bundle components and Local Adaptation components are
stored in Bundle Registry within Felix package. As
participant systems are activated, Adaptation Bundle
Activator is invoked to look up for information in Bundle
Registry to check which executable bundle should be bound
to MAPE Core Bundle, and thereafter activate its
corresponding bundles.
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Figure 1. Overview of the proposed adaptable middleware framework for IT Ecosystem
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While ITE Global Adaptation package is included in all
participant systems, it is only run on the participant system
assigned with <<Team Leader>> role, tasked to monitor the
collaboration performance of the entire IT Ecosystem. Where
Local Adaptation package components provide functional
services required to achieve domain goals, ITE Global
Adaptation package components measure the collaboration
efficiency among participant systems executing individual
local adaptations, triggering reconfiguration of participant
systems when the efficiency is below target threshold.

The core capability of maintaining overall-balanced and
sustained service across IT Ecosystem’s domain is provided
by the ITE Global Adaptation mechanism. Details of global
adaptation mechanism are introduced alongside a specific
case example in the next section. Components in Local
Adaptation package and ITE Global Adaptation package are
designed as plug-ins for the four components defined in
MAPE Core Bundle package. The components within the two
packages in Fig.1 illustrate components for unmanned forest
management IT Ecosystem, which will be introduced in
Section 3. However, the components are replaceable with
other components as the target domain changes.

Global ITE Knowledge package stores knowledge to be
shared among participant systems and includes ITE
Configuration Manager which provides the APIs for
accessing the knowledge. Knowledge stored at Global ITE
Knowledge includes environment model which reflects the
environment in which IT Ecosystem operates, profiles of
participant systems, and constraints or rules that must be
considered when mapping participant systems in their
working regions. In addition, the model for currently running
global configuration is also managed by this package. Such
global knowledge can be stored on a separate server or on a
cloud storage.

Finally, ITE Bridge package handles requests for remote
systems when required service components in demand are not
within the local system and provides protocols for activating
passive devices which are not directly controlled by local
systems.

III. A CASE OF ADAPTATION MECHAMISM APPLICATION:
UNMANNED FOREST MANAGEMENT IT ECOSYSTEM

To demonstrate the proposed framework, in this Section
we describe a simulated IT Ecosystem for unmanned forest
management (hereafter UFM IT Ecosystem). UFM IT
Ecosystem is a management system equipped with twelve
unmanned aircrafts, helicopters, and ground vehicles for the
purpose of managing nine forest zones each 100 km? in size.
Unmanned vehicles assigned to each forest zone utilize
sensors and actuators to achieve their goals. In our simulated
case, we highlight the process of dynamic reconfiguration
within UFM IT Ecosystem in achieving its Monitor Drought
goal. Depending on the situation, twelve unmanned vehicles
are assigned to appropriate roles as to achieve the goal. An
unmanned vehicle with <<Chief Gardner>> role activates
UFM IT Ecosystem’s global adaptation cycle to maintain the
Ecosystem’s sustainability. On the other hand, nine
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<<Surveillant>> vehicles adjust their driving routes in
response to the layout of obstacles in their assigned zones to
achieve their goal Monitor Drought. In this context, Fig. 2
illustrates an instance of dynamic sequence of adaptation
mechanisms in operation where a weather state change
triggers a constraint rule violation in a <<Surveillant>> role
vehicle, causing it to withdraw from its positioned forest zone,
leading to local adaptation mechanisms within the vehicle
along with global adaptation executed by a <<Chief
Gardner>> as to select the optimal candidate vehicle for
providing sustainable service in the zone.

A. Local Adaptation Mechanism for Dynamic
Reconfiguration of Individual Participant Systems

Initially, the forest zone[0][2] has fair weather, has a lake
in the zone, and has high forest density. An unmanned
helicopter HE2 has been selected as the appropriate
<<Surveillant>> for the environment in this zone and is
performing Monitor Draught goal. We define the paired
information of a participant and a zone in the form of (HE2,
zone[0][2]) as a chromosome. Such definition becomes
useful when genetic algorithm is later applied to select the
optimal configuration as part of the global adaptation
mechanism.

While HE2 is carrying out its goal, suddenly a turbulent
gale of 25 m/s blows in zone[0][2]. The change in weather is
detected by the sensors in the zone and the sensor installed on
HE2, and is updated to the local environment storage. As
HE2 is assigned a <<Surveillant>> role which is not <<Team
Leader>>, its MAPE Core Bundle components are bound
with Local Adaptation components.

As in Fig. 2 (2), local adaptation is carried out in the
following order: WeatherMonitor periodically reads sensor
data from LocalEnvironment storage, calculates gauge values
to reflect the current environment zone[0][2], and sends the
data to WeatherAnalyzer to diagnose if current environment
in zone[0][2] violates HE2 assignment. The diagnose results
is passed to PullOutPlanner as parameters. PullOutPlanner
creates a component reconfiguration plan for HE2 to land
safely in a safe region in zone[0][2] and sends the plan to
AdaptationExecutor. If any component specified in the
reconfiguration plan does not exist within the particular
system,  AdaptationExecutor ~ requests it  from
ITEBridgeService by passing the required service features as
parameters. ITEBridgeService is an OSGi bundle which
provides access to external resources. The REST[S8] style
services provided by ITEBridgeService enables the proposed
framework to share components, services or other resources
among all participants. When all components necessary to
land HE2 have been secured, the results of component
reconfiguration is delivered to ConfigurationManager within
HE?2 as to update its LocalConfiguration storage. Effector in
HE2’s controller then reads the updated new configuration
and implements the actual component reconfiguration. Lastly,
the changed environmental information in zone[0][2] and the
service-incapable status of HE2 are updated to ITE Global
Knowledge through ITEConfigurationManager.
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Figure 2. Local and global mechanism by applying the adaptable middleware framework and GUI form of simulated Unmanned Forest Monitor

B. Global Adaptation Mechanism for Dynamic
Reonfiguration of the Entire IT Ecosystem

In the given case, AP2(unmanned airplane) was assigned
the role of <<Chief Gardner>>. As HE2 implements its local
adaptation to land during turbulence, AP2 starts to find a new
optimal configuration against the changed situation as
depicted in Fig.2 (3). The following process is for the global
adaptation for finding a new optimal configuration:
CollaborationMonitor  periodically reads the global
configuration and calculates the current configuration’s
global collaboration score. Global collaboration score is
obtained as the sum of all collaboration scores of gene
chromosomes (participant and environment zone pair)
comprising a configuration. The global collaboration score
represents how effective the particular assignment of the
selected participant to the zone was. Details of calculating
each collaboration score are not presented in this paper. The
result of global collaboration score calculation is passed on to
CollaborationAnalyzer as a gauge value. If the global
collaboration score is below a predefined threshold,
Collaboration Analyzer identifies gene chromosomes that
violate any constraints and passes them to Collaboration
Planner as its diagnosis result. Fig. 2 illustrates a case where
the gene chromosome (HE2, zone[0][2]) is passed on to
CollaborationPlanner.

First, CollaborationPlanner takes invalid gene
chromosomes passed on as a diagnosis result and generates
second generation population by mutating the unmanned
vehicle information with other possible candidates applicable
to the particular zone. Then collaboration scores for the
newly generated gene chromosomes are individually
calculated, and the chromosome with the highest score is
selected and included to the next configuration. Fig. 2 (3)
shows a case where the second generation population (UAV1,
zone[0][2]) and (JE2, zone[0][2]) have been generated to
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replace the invalid gene chromosome (HE2, zone[0][2]).
After comparing their collaboration scores, in the next
configuration (UAVI1, zone[0][2]) will replace (HE2,
zone[0][2]) because it has a higher collaboration score. If
multiple invalid gene chromosomes have been detected, the
above process is repeatedly applied to each invalid gene
chromosome as to obtain the optimal configuration with the
highest global collaboration score.

Reconfiguring or moving participant systems using
obtained optimal configuration requires a plan. In the current
example, the change of configuration from chromosome
(HE2, zone[0][2]) to chromosome(UAV1, zone[0][2])
implies that HE2 assigned at zone[0][2] must withdraw and
UAV1 must move to the zone[0][2]. AP2, now assuming
<<Team Leader>> role, issues orders to other participants
using ITEBridgeService as to move them sequentially
according to the adaptation plan. Then, ITEBridgeService
activates external ParticipantService to implement the
operation ordered by AdaptationExecutor. Lastly, the new
configuration obtained as the result of dynamic
reconfiguration is updated to ITE Global Knowledge.

The right-most part of Fig. 2 shows the captured GUI
form representing the status of nine forest zones in the
simulated IT Ecosystem for unmanned forest management,
along with the configuration of unmanned vehicles stationed.
As the result of the aforementioned mechanisms in operation,
we can visually confirm that UAV1 is newly stationed in the
forest zone[0][2] which is highlighted by a dashed box.

IV. EVALUATION

Here we look at the performance evaluation results. The
main objective of the proposed framework is to provide
efficient global adaptation mechanism to guarantee
sustainability in entite IT Ecosystem without requiring
human intervention. To evaluate the performance, we have



created a UFM IT Ecosystem that simulates continuous
weather change (wind velocity, weather type, etc.) to trigger
series of global system reconfigurations. Weather changes
are divided into two types: slow and rapid. Another element
of change introduced is fuel consumption: an internal status
of participant systems simulated in correspondence to the
distance covered by the participant. Fuel consumption
represents fuel efficiency determined for each vehicle.
Graphs in Fig. 3 trace the trends in cost, benefit, and
global collaboration scores (c.score in the graphs) of optimal
configurations selected at every monitoring interval. Cost
and benefit factors of each IT ecosystem naturally depend
on its corresponding domain. In this case, the required
amount of money for operating each unmanned vehicle is
calculated as a cost value, and the coverage of drought
monitoring work by an individual unmanned vehicle per unit
time is calculated as a benefit value. c.score is derived from
the cost and benefit values and represents the degree of
configuration efficiency of the 9 participants in the forest
zone; a higher c.score indicates a more efficient configuration.
Graphs (a) and (c) at the left of Fig. 3 depict the changes in
cost, benefit, and c.score values in such cases where the
proposed dynamic reconfiguration framework is not provided
to participant systems that become incapable of continuing
Monitor Draught goal due to weather changes or fuel
shortages. In case of graph (a) where weather changes were
mild, c.score decrease is found from the 6" monitoring
interval. This decrease indicates an event where one or more
participants in the forest zone, among 9 total, have become
unavailable. As time passes, the number of disabled
participants increases dramatically around the 8™ monitoring
interval, and by the 9" interval all participants have become
disabled. Since all participants are disabled at the 14" interval,
further monitoring renders no additional information.
Therefore, in graph (a), and in all other graphs in Fig. 3, the

scope of trend tracing is limited from the first to the 15%
monitoring interval.

Like graph (a), graph (c) depicts the trends in cost, benefit,
and c.score values when initially positioned participant
systems operated statically. However, in contrast with graph
(a), graph (c) represents an environment in which weather
conditions change more rapidly. As the result, where graph
(a) shows gradual trends change, graph (c) shows acute
decrease in c.score starting from the second monitoring
interval where the participants begin to fall into service
unavailable status. The point of time when all participant
become unavailable remains the same at the 14™ interval, but
the average c.score during 15 monitoring intervals was
significantly lower in the weather turbulence in the
environment of graph (c), measured at -3.3 which is much
lower than -1.09 of graph (a). Rapid weather changes
accelerated the occurrence of constraint violations in
participant unmanned vehicles, drastically reducing
collaboration efficiency among participants.

Unlike graph (a) and (c), the two graphs (b) and (d) on the
right side of Fig. 3 show collaboration scores of UFM IT
Ecosystem where the proposed global adaptation mechanism
is applied. In contrast with (a) and (c) where dynamic
reconfiguration is not in effect, it can be seen that measured
cost, benefit, and c.score values are stable at all monitoring
intervals regardless of weather conditions. Initial
configuration of participants in each forest zone was identical
as graph (a) and (c). Likewise, the first participant to become
unavailable occurs on the second interval, as the result of
local internal adaptations in each participant that leads to a
constraint violation. However, the values captured in graph
(b) and (d) indicate that the global adaptation executed by a
Team Leader participant ultimately ensured sustained service
where unavailable participants were replaced with the most
appropriate replacement participant.
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In case of graph (b) where weather changes were relatively
mild, the value trends are stable without any major fluctuation
with average c.score at 4.36. This value is significantly higher
than the average of -1.09 in graph (a) where no global
adaptation cycles were applied. In case of graph (d) where
rapid weather changes took place, value changes in cost,
benefit, and c.score can be observed. However these changes
are minor in comparison with graph (c) where global
adaptation was not in use: the average in graph (d) is 2.76,
considerably higher than -3.3 in graph (c).

Even acknowledging the limited nature of simulated
environment test results, it can be safely assumed that the
proposed framework’s local adaptation and global adaptation
mechanism played a positive role in ensuring sustainability of
services that are vital in completing the goal of the entire IT
Ecosystem.

V. RELATED WORK

There are several frameworks for single self-adaptive
systems, such as Rainbow [5], MUSIC [6], and DiVA [7].
Such frameworks are invented to support MAPE-K adaptation
control loops. Rainbow [5] framework introduced a reusable
infrastructure as to separate concerns between adaptation and
application logic, thereby providing architecture-based self-
adaptability. While the reusable infrastructure enables self-
adaptation with relatively small cost and effort, the Rainbow
framework is limited in that its scope supports self-adaptation
only in certain situations when situation-specific action rules
are applicable. MUSIC [6] combines previous component-
based development methods with Service Oriented
Architecture (SOA) in that it breaks down all necessary
components of self-adaptation into business logic, context
awareness, and adaptation concerns as to respond to the

distributed and dynamic requirements in mobile environments.

However, MUSIC is limited in its need for manual adaptation
plan update or replacement because the framework does not
include goal management features in its MAPE-K self-
adaptation layers. DiVA [7] mainly provides methodologies
and framework for developing self-adaptive systems and for
managing variability of self-adaptive systems. Its architecture
is based on the characteristics of aspect-oriented programming
and supports self-adaptation through dynamic addition of
appropriate aspects in the form of plug-ins.

While existing works have differentiated benefits, they
share the common limitation that self-adaptation is limited to
single systems with focus on local adaptation. As their
architecture is proposed as conceptual models, developers
implementing self-adaptive applications in real-life must rely
on their own experiences to find working solutions in their
actual environments.

VI. CONCLUSIONS AND ON GOING WORK

In this paper, we have proposed an adaptation framework
supporting local adaptation for individual participant system
as well as global adaptation across the entire IT Ecosystem.
Where existing framework architectures mainly focus on the
concept of adaptation, our research details components at a
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more concrete level. An IT Ecosystem literally creates an
ecosystem composed of individual systems assigned to
achieve a common goal even without human intervention. In
this context, reconfiguration is a core capability in maintaining
overall balance and sustainability in service operation across
domains covered by IT Ecosystem. Our work provides
optimal configuration in response to environmental changes.
Quantitative evaluation shows that the proposed dynamic
reconfiguration framework helps IT Ecosystem provide
sustainable services even in frequent environmental changes
and through successive failures in its participant systems.

In our future research, we plan to continue our designed
experiments to quantitatively verify how genetic algorithm
reduces the overhead from adaptation cycles to determine
optimal configurations. Further, we will continue to self-
evaluate as we extend our framework to other domains of IT
Ecosystems.
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Abstract—The development of Self-adaptive Software (SaS)
presents specific innovative features compared to traditional
ones since this type of software constantly deals with structural
and/or behavioral changes at runtime. Capabilities of human
administration are showing a decrease in relative effectiveness,
since some tasks have been difficult to manage introducing
potential problems, such as change management and simple
human error. Self-healing systems, a system class of SaS, have
emerged as a feasible solution in contrast to management
complexity, since such system often combines machine learning
techniques with control loops to reduce the number of situations
requiring human intervention. This paper presents a framework
based on learning techniques and the control loop (MAPE-K)
to support the decision-making activity for SaS. In addition, it
is noteworthy that this framework is part of a wider project
developed by the authors of this paper in previous work (i.e.,
reference architecture for SaS [1]). Aiming to present the viability
of our framework, we have conducted a case study using a
flight plan module for Unmanned Aerial Vehicles. The results
have shown an environment accuracy of about 80%, enabling
us to project good perspectives of contribution to the SaS area
and other domains of software systems, and enabling knowledge
sharing and technology transfer from academia to industry.

Keywords-Self-adaptive software; Reference Architecture;
Framework; Learning Techniques; Decision-making.

I. INTRODUCTION

Over recent years, one has observed a significant increase
in the complexity of software systems and their computa-
tional environments. In general, such systems share functional,
nonfunctional, physical, and virtual requirements. The human
ability to manage systems has shown as inadequate when their
complexity increases. Moreover, involuntary injection of faults
has often configured as one of the major causes of system
failures (especially in the context of Self-adaptive Software —
SaS). In SaS, the design decisions are moved towards runtime
to control dynamic behavior and individual reasons of such
systems about their states and environments.

Reference Architectures (RAs) refer to a special class of
software architecture that have become an important ele-
ment to systematically reuse architectural knowledge [2], [3].
Thus, in previous work [1], [4] we have proposed Reference
Architecture for SaS (RA4SaS) — an architecture that provides
a guideline set for SaS development and an automated ap-
proach for self-adaptation of the software entities' at runtime

! From this point onwards, SaS may be also referred to as software entities
or simply entities.
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without human intervention.

Based on the presented context aimed at improving the
quality of development processes for SaS, this paper presents
a framework based on learning techniques (classifiers and
association rules) [5] and the MAPE-K (Monitor, Analyze,
Plan, Execute over Knowledge base) [6], [7] control loop for
decision-making in SaS. The main purpose of this framework
is to classify and analyze sensory data to autonomously detect
and mitigate faults at runtime. Thus, we believe that the needs
for systems to interface with human administrators may be
reduced, alleviating operational-human costs and, ideally, im-
proving upon existing mitigation techniques. Moreover, based
on the preliminary results, we believe that our framework may
be used in the knowledge management of other types of soft-
ware systems. For instance, we have applied this framework
in the monitoring and eventual corrections of flight plan for
Unmanned Aerial Vehicles (UAVs).

In this context, the primary propose of this paper is to
supply the industry with supporting strategies to systematize
and automate the functionalities of SaS, contributions from
Software Engineering (SE) and Knowledge Engineering (KE)
are necessary. Other contributions are: (1) the evaluation of
a solution for the problem of classifying and recommending
solutions at runtime; (2) a flexible strategy for SaS modeling;
and (3) regarding the adaptive module, a feasible strategy to
rebuild classifiers and rules from specific points where they
were interrupted.

Following the introduction, this paper is organized as fol-
lows: Section II presents the background and some related
work associated to our study; Section III provides a description
of RA4SaS and the framework for decision-making for SaS;
a case study designed to validate our approach is presented in
Section IV; and finally, Section V summarizes our findings,
conclusions, and perspectives for further research.

II. BACKGROUND AND RELATED WORK

This section presents the background (i.e., standard concepts
and definitions on SaS and RA) and related work on our study.
SaS has specific features in comparison to traditional systems
since this type of software system constantly deals with
adaptations at runtime, fixing new needs of both users and/or
execution environment. Moreover, the SaS development has
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boosted self-x properties in general-purpose software systems,
such as self-managing, self-configuring, self-organizing, self-
protecting, self-healing, and so on. These properties allow
systems to automatically react against users’ needs or to
respond as soon as these systems meet execution environment
changes [3], [8], [9], [10].

RA is a special type of architecture that provides major
guidelines for the specification of concrete architectures of a
class of systems [11]. Some studies [12], [13], [14], [15] have
established different investigations to systematize the design
of such architectures, guidelines, and processes. Moreover,
the effective knowledge reuse of RA depends not only on
raising the domain knowledge, but also documenting and
communicating this knowledge efficiently through an adequate
architectural description. Commonly, architectural views have
been used, together with UML (Unified Modeling Language)
techniques, to describe RAs. Considering their relevance as
the basis of the software development, a diversity of RAs has
been proposed and used, including for (self-x) software.

As related work, Schneider et al. [16] presented a survey
on self-healing systems frameworks. According to these au-
thors, these systems can combine machine learning techniques
and control loops to reduce human intervention, since such
systems are costly to develop and they can autonomously
detect and recover themselves from faulty states. The study
presented a classification of self-healing frameworks per three
categories (techniques): (i) learning methodology (supervised,
semi-supervised, and unsupervised); (ii) management style
(bottom-up and top-down); and (iii) computing environment
(n-tier traditional, cloud, virtualized, and grid/p2p). In Psaier &
Dustdar [7], a survey on self-healing systems was conducted.
This survey showed that the number of approaches for the
research on self-healing has been very active. Moreover, a
selection of current and past self-healing approaches was
addressed, as well as explanations for the origins, principles,
and theories of self-healing for such approaches. These two
studies provided the theoretical basis for the design of our
framework.

Qun et al. [17] stated that architecture-based self-healing
approaches were used in the architectural model as basis for
system adaptation. Such approaches were based on architec-
tural reflection, and their software architectures are observ-
able and controllable. Cheng et al. [18] purposed a software
architecture-based adaptation for grid computing. Technically,
the study designed a framework based on a software architec-
tural model. This model allows the analysis of the necessity
of adaption in an application, enabling repairs to be written
in the context of the architectural model and propagated
(applied/designated) to the running system. Zadeh & Seyyedi
[19] suggested an architecture based on failure-prediction in
architectures based on web services. The main goal of this
study is to repair the execution process after detection of a
failure. In a similar context, Psaier et. al [20] developed a self-
healing approach that enables recovering mechanisms to avoid
degraded or stalled systems. Thus, the study designed VieCure
— a framework to support self-healing principles in mixed

service-oriented systems. In this context, one can highlight that
the literature has revealed important initiatives for the context
of this paper.

III. REFERENCE ARCHITECTURE AND FRAMEWORK FOR
DECISION-MAKING

This section presents a brief description of our RA to
support the development of SaS [1]. Moreover, our approach
addresses a framework based on learning techniques and con-
trol loop for decision-making in such systems. This framework
is part of the aforementioned architecture, whose main purpose
is to support the identification of anomalies (symptoms), and
propose solutions (treatments) for SaS at runtime.

A. Reference Architecture: RA4SaS

Figure 1 shows the general representation of our RA4SaS
[1]. This architecture is composed of four external modules
and a core for potential adaptation (dotted line), which repre-
sents an “adaptation bus” of the software entities at runtime in
an automated approach. In short, our RA works with a con-
trolled adaptation approach, i.e., the software engineer must
insert annotations in each software entity so that the automatic
mechanisms in the environment execution can identify the
adaptability level of each entity. These levels contain param-
eters that determine where the new changes may be applied.
Thus, when an entity is developed, an automatic mechanism
performs a scan process, to inspect if such annotations were
correctly inserted. After a validation process, such entities can
be stored in the entities repositories (execution environment)
so that they may be invoked in future adaptations. Next, a brief
description of this architecture is addressed.
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Infrastructure Module
Fig. 1. Reference architecture for self-adaptive software [1]

The Development Module provides a guideline set for the
development of software entities (SaS). Such guidelines act on
requirement analysis, design, implementation, and evolution
(i.e., adaptation of the software entities at runtime). The
Action Plan Module aims at assisting in the adaptation
activity of software entities. This module must be able to
control:(i) dynamic behavior, (ii) individual reasons, and (iii)
execution state in relation to the environment. To do so,
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a framework based on learning techniques (classifiers and
association rules) [5] and the MAPE-K control loop [6], [21] to
support the decision-making of SaS is also part of this module.
Section III presents details on the design and implementation
of this framework. The Adaptation Rules Module provides
a rule set (metrics) for adaptation of the software entities.
Such rules are stored in the repositories (rule base) and reused
when a search for adaptation is performed. The Infrastructure
Module provides support for software entities adaptation at
runtime, i.e., a mechanism set for the dynamic compiling
and dynamic loading of software entities. Finally, the core of
adaptation represents a logic sequence of well-defined steps so
that the adaptation of the software entities is conducted with
no human intervention, i.e., all activities of this process are
conducted by an automated process as an “assembly line”.

B. Framework for Decision-making

This section presents details of a framework for decision-
making in SaS. In short, this framework acts as a non-intrusive
supervision modality, i.e., a supervisor system (meta-level)
can be coupled to a software entity (base-level) to monitor
its internal state of operation or the execution environment in
which it is inserted. Besides such supervision modality, this
framework incorporates an extension of the MAPE-K control
loop and three modules were designed: (i) classification of
problems; (ii) recommendation of solutions; and (iii) test of so-
lutions. In addition, sensors and effectors are also components
of this framework, since they represent a means of interaction
between supervisor system and supervised entities. Sensors
are responsible for capturing parameters from the execution
environment for the supervised system. Next, the classification
module classifies these parameters to identify the changes
occurred in each software entity from within the execution
environment. Based on this classification and the collected
data, an adaptation plan is prepared by the recommendation
module to establish a solution for the identified problem.
Before it becomes an effective solution, such recommendation
must be tested in order to ensure that no “collateral effects”
will be propagated to the software system (i.e., other software
entities). Effectors deal with the “selected solution” after its
testing activities are performed, applying it to the system.
Figure 2 shows the control loop utilized in our framework.
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Classification Validation,
Module < Verificationand Test
Knowledge
Sensor Effector
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Fig. 2.  MAPE-K control loop (Adapted from [6])

Section III-B1 and Section III-B2 present operational details

of the classification and recommendation modules. Due to
space limitations, details on the framework testing module
are not widely detailed in this paper. However, in short, it
is possible to mention that the framework testing module
involves a test case selection based on information provided
by logs during the system adaption. Section III-B3 provides
details on the framework design.

1) Classification module: Figure 3 shows the classification
module of our framework, whose main purpose is to present
a classification for a set of data collected from sensors at
runtime. Preliminarily, software engineers must specify the
application domain, mapping the “main points” of a software
entity (i.e., software system or software architecture) that will
be monitored. This specification details the number of at-
tributes of an instance and values that can be assigned to them.
Such specification must be stored in a “.arff” file in the
“Specification” component and mapped to a database aiming
to store all interactions occurred during the execution cycle of
our framework. Based on this specification and a set of labeled
initial data (Step 1), an incremental classifier is generated (Step
2) in the “Incremental Classifier” component. Next, new data
can be collected from the execution environment and sent to
this classifier for identification of symptoms (Step 3). Finally,
these data are stored in the database as collected and classified
(Step 4) after the validation by the recommendation module.

> Incremental
Classifier

Classification Core
Update
Engine

Load

Symptom{

Fig. 3. General representation of the classification module

In the following, we present a brief description of the
classification core: (i) Start: aims to initialize this module by
means of the “Engine” component. As result, an incremental
classifier is generated (“Incremental Classifier” component)
based on the specification and initial knowledge provided by
the specialist; (ii) Load: attempts to load data stored in the
database, which is organized in two types: (i) specification, i.e.,
initial knowledge provided by the specialist; and (ii) acquired
knowledge, i.e., data obtained during the execution cycle; (iii)
Engine: represents an abstraction of the incremental classifier
algorithm that performs the data classification collected from
the execution environment, or from the initial knowledge
provided by the specialist; and (iv) Update: updates the
database after new data has classified. Such update is per-
formed when a message from the recommendation module is
received indicating that both data and classification can be
stored.
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2) Recommendation module: The recommendation module
supports the selection of an effective treatment for the problem
reported in the previous step (classification module). This
module has similar operations in comparison to the previous
one. In Step 1, an assumption is required: the specification
of the domain/problem must be provided by the specialist. To
do so, both database of symptoms and domain specification
(“Specification” component) must be reused from classifica-
tion module. Moreover, a treatment database must be created,
since it will store the solutions to the problems identified by
the previous module. From these databases (symptoms and
treatment) and specifications are generated a rule set (Step 2),
which intends to map the problems (symptoms) and solutions
(treatment). The main purpose for the use of association rule
[22] in this module is to detect more significant statistically
correlations, via support and confidence, among the symptoms
and treatments in order to operate the recommendation of
treatments for a symptom set [23]. Why? It is worth noting
that there is no interest in a specific attribute (i.e., in a
specific treatment), since a symptom set may present some
alternatives of treatments. After creation of the rule set, new
data (classification module) can be inserted (Step 3) in this
module so that one or more treatments may be identified (Step
4). At the end, this module may recommend one or more
treatments for the symptom identified. Whether there is more
than one treatment, the approach presents a list that must be
ordered by the support and confidence criteria of the rules.
Thus, one can select these rules one-by-one (i.e., from highest
to lowest criterion). After that, the cycle tests the solution as
a feasible solving for the identified problem (symptom).

Further, regarding the recommendation module, the internal
components of this module (Start, Load, and Update) have the
same functionalities as the classification module. Therefore,
such components are not presented in the same level of detail.
The “Engine” component represents an abstraction for the
rule algorithm. Similar to the classification module, other rule
algorithms can be coupled to this module as a strategy to
compare/evaluate results (i.e., statistical measures).

3) Framework Design: Figure 4 shows the main structure
of classes of our framework, which is organized in three layers:
(1) infrastructure for control loop, containing the core and
module packages; (ii) classification and rule algorithms, repre-
sented by the algorithms package; and (iii) external resources,
represented by the dotted line because they contain a package
set developed by third parties. Next, a brief description of these
packages in each layer is addressed.

The core package contains two interfaces (Observer
and Subject) and a class named AbstractObserver.
Such interfaces represent the observer and observed roles for
the classes of the module package (AbstractModule).
Finally, it is noteworthy that the AbstractObserver class
implements both interfaces of this package, i.e., implements
the methods of the Subject interface and delegates the im-
plementation of the Observer interface for classes inherited.

The module package is composed of a class set that
represents the MAPE-K implementation (Figure 2) for the

core I

{ordered} ]
AbstractObserver

Observer + attach(observer : Observer) : void
+ detach(observer : Observer) : void
+ notifyObservers() : void

+ update(subject : Subject) : void

Z

Subject

module |

AbstractModule

#isStarted : boolean = false

Module + isStarted() : boolean

+ start() : void
AN
[ I l

MonitoringModule AnalisysModule PlanningModule

+ MonitoringModule()
+ start() : void

+ AnalisysModule()
+ start() : void
+ L ibject : Subject) : void

+ PlanningModule()
+ start() : void
+ update(subject : Subject) : void
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- classifier - associator

CIassifingarget Rule1|'arget

ClassifierAdapter RuleAdapter

+ ClassifierAdapter()

+ buildClassifier(instances : Instances) : void
+ updateClassifier(instance : Instance) : void
+ classifylnstance(instance : Instance) : String

+ RuleAdapter()
+ buildAssociations(instances : Instances) : void

trees

ingTree

Apriori

Fig. 4. Framework UML model

classification and recommendation modules. Such implemen-
tation is based on the Observer design pattern [24], i.e.,
all classes in this package are, at the same time, a sub-
ject and an observer. Thus, three configurations can be cre-
ated: (i) the MonitoringModule class is an observer
for the sensors of a software entity and a subject for
the AnalisysModule class; (ii) the AnalisysModule
class is an observer for the MonitoringModule class
and a subject for the PlanningModule class; and finally,
(iii)) the PlanningModule class is an observer for the
AnalisysModule class and a subject for the test module.
This strategy enables the classes of this package to be decou-
pled, acting through event notification by the previous class
via a single interface (Module).

The algorithms package contains a class set that
represent the classification and recommendation algo-
rithms. Such classes implement the Adapter design pat-
tern [24] so that a common interface is available for
both algorithms. The classification module is composed
of an interface (ClassifierTarget) and a class
(ClassifierAdapter). This class is an abstraction for
the classification algorithm (HoeffdingTree class) imple-
mented in the t rees package. Similarly, the recommendation
module was implemented using the aforementioned pattern.

Finally, the packages inside the dotted line represent the
concrete classes of our framework, which were developed
by third parties. According to Adapter design pattern [24],
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the ClassifierTarget class is a Target class in
the pattern, ClassifierAdapter is an Adpter, and
HoeffdingTree is an Adaptee. Thus, other algorithms
can be coupled to our framework without additional implemen-
tation in our system; only the ClassifierAdapter and
RuleAdapter classes will be subtly modified. Moreover,
the new packages and classes should be represented in the
same format as the current ones (dotted lines).

IV. CASE STUDY

To evaluate the applicability, strengths, and weaknesses of
our framework this section presents a case study we have
conducted. As subject application for our empirical analysis,
we have selected an application addressed to the management
of an UAV in a simulated environment, as shown in Figure
5. In short, the UAV architecture is organized in three layers:
UAYV, Communication, and Client. The UAV layer is composed
of a UAV set that contains the following components: 3D
glasses with radio frequency transmitter; autopilot; navigation
camera; day and night vision camera; parachute; solar board;
thermal sensor camera and so on. The communication layer
contains the servers for communication between UAVs and
clients, and time synchronization (NTP — Network Time
Protocol). The client layer represents the UAV controllers in
different operating systems.

Ol [
— J 4] i
- (£ 2 —ret = !
._\‘—T—.,/:. . U NANTP Internet/IP -
Server ‘ i
Server i )
1_.7.—_‘/'_4 = ; i
S H
Internet/IP S
UAvV Communication Client

Fig. 5. General architecture for UAV

Operationally, we have instantiated our framework into
server (Figure 5), enabling us to collect data from the environ-
ment via sensors, and transferring it for classification. In this
context, when a problem is detected, a set of useful solutions
is presented for correcting the flight plan. In extreme cases, the
system may exhibit a recommendation to abort the operation.
This last case is recommended when the UAV integrity may
be compromised. Then, the UAV location is provided for our
system, enabling the vehicle to be rescued. Modifications are
made in the flight plan when the collected data tell us that
something unplanned is changing in the environment. Thus,
even if no decision is taken, the mission of the UAV may be
compromised.

The UAVs used in the scope of this empirical study are
equipped with seven sensors: (i) altitude and direction, (ii)
barometer, (iii) battery level, (iv) humidity, (v) latitude and

longitude, (vi) speed, and (vii) temperature. Some of these sen-
sors provide numerical information that must be discretized,
since both algorithms (classification and recommendation) of
our framework require data in the form of categorical attributes
[5]. Due to space reasons, only one of the sensors was used
to show the discretization process. Thus, we have chosen the
battery level as our target sensor since it is the power source
for all components of an UAV. In addition, the information
provided by this sensor represents an estimation of the flight
range of the UAVs. Flight range is the time that an UAV can
remain flying and, consequently, through this trip autonomy,
one can get an estimate on feasible distance of flight. Table
I presents the categories for the battery level sensor. The first
column shows the range to classify the battery level (second
column) on a scale of six to seven percentage points (i.e., A
with six points and B and C with seven points). The third
column presents a classification in a scale of 20 percentage
points. However, it is noteworthy that a classification has three
levels, i.e., the A level is the best state of a classification, the
B level can be considered as a stability region, and the C level
represents a transition stage. Since the discretization process
requires a nominal category, we combine the first letter of each
classification with respective battery charge levels, as shown
in column 4. Finally, it is important to highlight that we have
applied the same strategy for the remaining sensors,

TABLE I
CLASSIFICATION FOR THE BATTERY LEVEL SENSOR

Interval Level Classification Class
95 - 100 A E.A
88 - 94 B Excellent EB
81 - 87 C E.C
75 - 80 A G.A
68 - 74 B Good G.B
61 - 67 C G.C
55 - 60 A R.A
48 - 54 B Regular R.B
41 - 47 C R.C
35-40 A B.A
28 - 34 B Bad B.B
21-27 C B.C
14 - 20 A C.A
7-13 B Critical C.B

0-6 C Cc.C

After discretization of the variables, the modeling activity is
started. Thus, each sensor will be transformed into an attribute
and its respective class in values for this attribute. Next, an
initial knowledge must be provided to the databases of symp-
toms and treatment (i.e., classification and recommendation
modules), setting a limitation for our approach. When new
data were collected from the environment to be classified by
our framework, an environment accuracy rate of 80% was
obtained. However, it is noteworthy that although the number
may be expressive, this rate can be optimized depending on
the initial knowledge provided, since in previous studies this
rate ranged from 87 to 94%.

Although no validation process has been used to obtain
the results presented in this section, such percentages pro-
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vide evidence that the imbalanced data may negatively af-
fect the behavior of both modules (i.e., classification and
recommendation). According to our expertise, the following
activities must be conducted to overcome such adversity:
(i) the domain specialist should conduct the modeling of
the problem, i.e., the selection of attributes and values as
shown in the discretization process for the battery level at-
tribute; (ii) next, an initial knowledge should be provided so
that both modules can be started. It is noteworthy that this
knowledge is closely related to the problem and must not
be generalized; and (iii) finally, a calibration process of such
data must be performed by the specialist, since each problem
has specific features and behaviors that should be considered
in the execution of both modules. According to [5], [7], [20]
this process can optimize the performance of the algorithms
of both modules. Finally, we consider the particularity of our
subject application as a threat to the validity of our results.
Practitioners have been exploring different adaptation rules
and creating SaS with different features, limiting the wider
generalization of empirical analysis.

V. CONCLUSIONS AND FUTURE WORK

This paper presented a framework for decision-making in
SaS. The main contributions of this paper are: (i) SaS area
for providing a feasible solution for classification of problems
and recommendation of solution at runtime. Our study uses
learning techniques as a means to implement the MAPE-
K control loop [6], [21]. Moreover, the extension of this
loop must be highlighted, since all solutions must be tested
before being inserted into the execution environment to avoid
that collateral effects regarding to adaptation activity are
propagated; (ii) Development facilities with this framework,
since an application can be modeled and instantiated without
a high level of knowledge by the developers; (iii) Algorithm
coupling flexibility, since some applications may require other
information or measure for treatment of a problem; and (iv)
From operational view point, the reconstruction of classifier
and rules for the same point they were interrupted, since
all data are labeled as Initial Knowledge (IK) and Acquired
Knowledge (AK). Moreover, the databases (symptoms and
treatment) are updated when a solution is confirmed as feasi-
ble, otherwise the data must be evaluated by the specialist.

As future work, three goals are intended: (i) conduction
of more case studies intending to completely evaluate our
framework; (ii) evaluation of this framework with other algo-
rithms for both modules classification and recommendation;
and (iii) use of this framework in the industry, since it is
intended to evaluate its behavior when it is applied in larger
real environment of development and execution. Therefore, it
is expected that a positive scenario of research, intending to
have this framework become an effective contribution to the
software development community.
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Abstract—A self-adaptive system reacts to the changing
environment by modifying its functionality in relation to the
encountered state of the environment. In order to adapt to a new
situation, such system goes through many decision points during
the adaptation process. Knowledge forms the basis of decision
making within the adaptation process. There are already many
existing self-adaptive system frameworks. However, these
frameworks have limitation in the way they represent the
rationale for adaptation and the semantics behind the knowledge
they use. This paper takes a step forward by proposing a
knowledge-intensive adaptation framework to both manage
knowledge and support the analytical decision making process.
The proposed approach represents the adaptation knowledge by
using ontology which helps to organize, analyze and extend
knowledge. Ontology is able to represent the semantics behind
knowledge and provide the evidence for the adaptation. The
proposed approach uses a special ontology named the Adaptation
Problem Domain Ontology. It specifies the system goals, features,
architectures, and the relationship between them. This ontology
is used to answer the problem of adaptation at each decision
point and determine the appropriate system structure by
reasoning the semantics behind knowledge. Thus, the system can
consider the semantics behind knowledge for adaptation, and
then the stakeholders can understand the adaptation process. We
apply the proposed framework to the smart grid domain and
show how the system adapts to a new situation using rationale for
adaptation and the semantics behind the knowledge.

Index Terms—Self-adaptive system, decision making, ontology,
goal model, feature model, role-based architecture

1. INTRODUCTION

As humans interact with changing environments, so a
system encounters many different situations which demand
different requirements or capabilities. Thus, a system should be
able to provide a specific functionality, which is appropriate to
the encountered situation, for the user. This has been a great
motivator for the development of self-adaptive systems. A self-
adaptive system can handle many situations by modifying the
system goals, architecture, and functionality in response to
changing environments without any human intervention [1].
For self-adaptation, the MAPE-K (Monitor/Analysis/Plan/
Execute and Knowledge) process is widely used [2]. Following
this process, the system encounters many decision points that
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determine what is appropriate in a given situation and achieves
the emergent system objectives [3]. At that time, knowledge
plays a critical role as the foundation for decision making [4].
Many kinds of knowledge can be used to determine the results
and quality of the entire self-adaptation process. That is, the
way to use and represent knowledge is important in the self-
adaptation.

Many existing self-adaptive system frameworks already
regard knowledge as the basis for the adaptation. However, in
these frameworks, knowledge is considered as predefined rules,
logic and formulas mapping between input and system
structures and functionality [5][6][7]. The adaptation process is
therefore simplified as mapping between problem and
predefined solution. This is similar to the black box testing,
where the tester does not consider the internals of the system
during testing. This results in the semantics and rationale
behind the adaptation to be ignored and implicitly implied. The
rationale aspect behind adaptation is essential for stakeholders
to understand the reason behind decision making. Existing
frameworks are insufficient to illustrate the semantics and
rationale behind the adaptation process.

In this paper, we propose the NiSE (kNowledge-intensive
Software Engineering) framework for self-adaptive system.
The proposed framework adopts an ontological approach to
represent knowledge for the adaptation process. Various types
of knowledge needed for self-adaptation are systematically
organized, connected, and used in the form of ontology. So,
using this ontological approach, we are able to provide
knowledge-intensive adaptation process including the decision
making process which uses the rationale and semantics behind
the adaptation [8]. In this adaptation process, the decisions do
not just follow predefined logic or formulas as seen in existing
approaches [10][11][12], but infer the appropriate ones using
the relationship among knowledge. For that, the APDO
(Adaptation Problem Domain Ontology) is a key component.
APDO is special ontology containing adaptation knowledge
such as system goals, features, architecture, and their
relationships. During the adaptation, a system infers the
appropriate decision using APDO by answering a question at
each decision point. It gives support to know which knowledge
has been used in the adaptation process. Thus, the proposed
approach supports a comprehensive adaptation process through



an ontological approach, and helps stakeholders to understand
the rationale and semantics behind the adaptation [9].

This paper is organized as follows: Section 2 introduces the
application domain, which is used to illustrate the proposed
approach. In Section 3, the proposed approach is described
with the help of a case study. We examine other frameworks in
Section 4. Section 5 concludes with future works.

II. APPLICATION DOMAIN

In order to verify the applicability of the proposed NiSE
framework, we have used a case study in the smart grid domain.
A smart grid is next generation electricity grid which
simultaneously interacts with demand and supply side using
their information [24]. The behavior of a smart grid
corresponds with that of a self-adaptive system. The smart grid
system also includes and manages many kinds of knowledge
such as domain, context, and system structure for adaptation.
This provides a domain that is suitable for us to test the
feasibility of the NiSE framework.

In this case study, APDO for the smart grid includes the
following knowledge: 1) goal model for what a smart grid
wants to achieve, 2) feature model to represent variability of a
smart grid behavior and component, 3) role-based architecture
model which a smart grid can have, and 4) other context and
policy related to the smart grid domain. These are correlated
with each others and used to make an appropriate decision.

We will use the electricity shortage scenario in this case
study [25]. In the smart grid, backup power is stored for
emergency situations and should be maintained with certain
proportions. Based on the amount of a backup power in a smart
grid, there are three states of power warning: Ready, Warning,
and Severe. Ready is safe state with enough backup power and
it maintains its goal and policy. Warning is careful state where
it needs volunteers to reduce electricity consumption. Severe is
the most critical state and it is compulsory to regulate
electricity consumption. In each state, there is a certain policy
to return to the Ready state. Thus, maintaining Ready state is
one of the goals of a smart grid. It means that if the backup
power is decreased and the power warning state is changed
from Ready to Warning or Severe, a smart grid should change
its behavior based on a policy in order to adapt to new situation.

In the case study, we assume that the energy consumptions
on the end-users side is suddenly increased due to unexpected
weather change. It causes the usage of a backup power to
resolve the emergent situation and changes power warning
state from Ready to Warning. A smart grid system monitors
these changes and reconfigures its goal, feature, or architecture
for return to Ready state without any failure. In the next section,
the details of NiSE framework is described and explained
based on this case study.

III. NISE FRAMEWORK FOR SELF-ADAPTIVE SYSTEM

NiSE framework for self-adaptive system is proposed to
deal with knowledge aspect in the adaptation process and
improve the stakeholders’ understanding of adaptation by
considering the rationale behind the adaptation. The NiSE
framework mainly focuses on two perspectives: 1) adaptation
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knowledge and 2) associated adaptation process using that
knowledge.

A. Adaptation Knowledge Perspectives

In the perspective of adaptation knowledge, we introduce
APDO for the knowledge base of the self-adaptation. APDO is
a special ontology, which defines knowledge including system
structure, rules, and relationships between them [22]. Figure 1
describes the relationships among the various kinds of
knowledge. It shows not only the main system structures such
as goal, feature, and role architecture, but policy, software
engineering process, context, and domain knowledge as well.
These kinds of knowledge are used to determine the system
behavior and the system architecture. By using these multi-
dimensional relationships among many different types of
knowledge for the adaptation, we are able to understand the
internal process of decision making for the adaptation and
support for the stakeholders to comprehensively understand the
rationale behind the adaptation.
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Among many types of knowledge, goal, feature and
architecture models are directly related to the system structure.
As we move from goal models to architecture model, the
degree of abstraction is decreased and the details of the system
structure are extracted. In order for each model to be associated,
we explain the meaning and characteristics of each model.

Goal is the objective that the system wants to achieve [5]. It
is used to represent the system’s functional and quality
requirements [14][15]. In NiSE framework, there are two types
of goal model: domain goal model and target system goal
model. Domain goal model has all possible goals that a system
can achieve. As a subset of domain goal model, target system
goal model only includes the goals that the system needs to
achieve in given situation.

Goal model is the highest level of abstraction in NiSE
framework. When a system goal changes, the purpose of a



system behavior also changes. If a system needs to change its
goal, it should find a new goal, which can resolve the problem
in a new situation, among domain goal model. Thus, setting
domain goal model is defining the available adaptation
strategies that a system can have.

Feature is defined as “A prominent or distinctive user-
visible aspect, quality, or characteristic of a sofiware system or
systems” [16] and used to represent the system variability and
commonality [17]. In NiSE framework, feature model is used
not only to represent the variable points at which the system
can have diverse options of its functionalities or architectures,
but also to reduce the abstraction gap between goal model and
architecture model.

For this purpose, NiSE framework includes two types of
feature model: behavior and component feature model.
Behavior feature model represents atomic actions and
component feature model represents functional modules that
realize those atomic actions. Behavior feature model is close to
goal level and component feature model is close to architecture
level. Using these models, a system can connect goal problem
space and architecture solution space smoothly and represent
variability and commonality with specific articulation [7].

The NiSE framework includes the system architecture using
the role-based design approach [18]. It has many advantages to
specify adaptive architectural design. Role is the abstract
architecture unit, which does not exist in real world. The
system is composed with the organization, which is comprised
of several roles. The real system components play certain role
to make a complete organization. This mapping is separately
processed with constructing organization. Therefore, late
binding between role and player is possible. It makes loose
coupling between the system architecture and real
implementation, and flexible architecture to easily change the
system components [19][20].

Role model can represent quality requirements of the
system through a contract. A contract is the specification of the
interaction between roles [21]. A contract includes the process
and the measurement. A process describes how the roles
interact with each other and the measurement specifies
achieving a contract. By measuring the degree of satisfaction of
a contract, we can quantify the quality requirements as well.

Furthermore, knowledge of context, policy, software
engineering and etc. are able to be represented following
diverse models and standards. The form of these kinds of
knowledge is not strictly restricted. Furthermore, in APDO, the
system engineer can define and add new knowledge.

When a system encounters decision point, including a set of
decision questions, the system queries APDO using the above
mentioned knowledge as a form of ontology for determining
appropriate decision. For example, in order to answer the
question “Whether the current structure is in need of
adaptation?”, first of all, the system checks whether current
system structure is appropriate for a given context or not. For
that, the relations between context model and the system
structure models are used to infer the answer. If the situation is
changed, the system determines the level of adaptation based
on the different system structure models and starts adaptation
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to satisfy new objective of the current situation by changing its
goal, feature, role-based architecture or all of them.

The advantages of APDO are 1) supporting intuitive way to
manage adaptation knowledge and 2) providing the evidence of
the decision making during the adaptation process. When
knowledge is extended and modified, the engineer has a trouble
to predict the available situation and architecture based on new
knowledge. Thus, it takes a lot of time and effort to infer the
available situations and appropriate architecture corresponding
to each situation [23]. However, if the engineer uses ontology,
the engineer just defines knowledge and relationship among
them in ontology. And then, the unpredictable and emergent
solutions, which were difficult to determine by human, can be
automatically inferred by the system. Besides, because many
kinds of knowledge are used, it is able to provide the evidence
of the adaptation to understand the rationale and semantics of
the adaptation. This enhances the traceability between the
situation and the adaptation outcome. It makes the stakeholders
understand the adaptation process and application result.

The system engineer or domain experts define APDO,
because it needs many kinds of knowledge of the system and
domain. The system structures such as goals, features and
architecture models have formalized engineering method which
helps to define them. All models are converted to ontology
classes using those meta-models and the relations between
them are represented as object and data properties in ontology.
Other knowledge such as policy and context are also illustrated
in ontology based on the engineer-defined models. Therefore,
the preprocessing of knowledge is required.

B. Adaptation Process Perspectives
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Figure 2 NiSE Adaptation Process

With the purpose of making a proper decision based on
knowledge, Figure 2 shows the NiSE adaptation process. The
adaptation starts from monitoring the environmental factors to
reconfiguring current system architecture into the inferred
system architecture. By following this process and answering
the adaptation questions using knowledge, a system can make
an appropriate decision, and then consequently adapt to the
new situation. Each adaptation phase has unique decision
points and several adaptation questions for making a decision.
For instance, in the scenario described in Section 2, when the
weather suddenly changes, the system can raise a question such
as “Whether it is needed to adapt?” And then, through



Adaptation Process
and Questions

Power
Q Stability
hether it is needed to
adapt?

Q
hich goals are proper to
context and the system
policies?

Smart Grid System
Goal-based Requirement Model

Smart Grid
System
Economical
Efficiency

Load
Interruptible

Q

How to satisfy the goals
by behavior features?

voluntarily
Rarticipan

\ ——
\ »” Gather ™
¥ customer )
miolmaﬂopl

Which composition of
component feature is
appropriate for the
behaviors?

Smart Grid System
Behavior and Component
Feature Model

Customer
information
system

|
(e

Reward and

penalty
Control

glectric ratg

Regional
Transmission
Organization

A\

satisfy

satisfy

y onstru . Contro
load control manage
plan

system
Smart Grid

Distribution
Management
Systems

Energy
Management

Demand
response
management
system

TS ST
T Intelligent
core |

_—_r\__/

Q

hich roles are required

and How to organize the
system with the roles?

convert

convert

Smart Grid Stable system
<>

Energy \

controller

convert

Q

hich player is proper to
play the roles in
organization? And why?

Volunteer Recruiter
= &

Energy Controller

Smart Grid System Role-based
Architecture Model

Info:'lmatlon = Energy Distribution
selector collector planner

3] = - S
= = = =

Figure 3 Example of NiSE Adaptation Process Using APDO

knowledge of context, policy and goals and the relationship
between them in APDO, the system answers these questions
and makes an appropriate decision. These decisions finally
affect the system structure in order to satisfy new policies,
contexts or requirements.

In order to understand the knowledge-intensive adaptation
process, we show a simple example of the adaptation process
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using APDO. In this example, we define APDO with 70 classes,
68 object properties, and 25 data properties with respect to the
smart grid system’s context, policy, goal, feature and
architecture to answer the questions shown in Figure 3 in
accordance with the scenario in Section 2.

Figure 3 shows the adaptation process with questions at
each decision point. Main adaptation process including from



goal-oriented requirement modeling to role-based architecture
design is shown based on predescribed scenario. The blocks in
Figure 3 represent goals, behavior features, component features,
and organizations with roles. Each goal is satisfied by behavior
features. These behavior features are also performed by
component features. Based on selected goals, behaviors and
components, which are able to perform the given behaviors, are
determined. Lastly, these features are connected to organization
and role which are composed of the corresponding capabilities.

In the scenario, energy warning state is changed from
Ready to Warning. To address this change and return to a stable
state, the system should increase backup power and decrease
current usage of electricity. This is a smart grid domain policy
used when energy warning state is changed to Warning. For
this scenario, APDO includes several knowledge areas such as
knowledge of policy, context, and system structure with three
abstraction levels (Goal, Feature, and Role-based Architecture)
and the relationship among them.

At first, based on the policy, the smart grid system
determines that it needs to adapt, and through the defined
relationship between Warning state and Demand Bidding goal
in APDO, Demand Bidding goal is selected as the proper goal,
which are the answers of the first and second questions in
Figure 3. Demand Bidding goal has satisfy relations with
Recruit Participant, Plan to Support Electric Rate, Construct
Load Control Plan and Control Manage Systems behavior
features. These relations support that these four behavior
features become the answer of the third question. Using act
relation between behavior feature and component feature,
Customer Information System, Distribution Management
Systems, FEnergy Management, and Demand Response
Management System are selected as the appropriate component
features. It is the answer of the fourth question in Figure 3. In
the fifth and sixth questions, these component features are
converted to the roles and organization shown in the bottom of
Figure 3 via convert relation between them, and these roles or
organizations are played by the smart grid system components
capable to perform them to change its architecture and satisfy
the new goal. Consequently, during the adaptation process,
these decisions are addressed by answering the questions
shown in Figure 3 through APDO and the system changes its
goals, features, and architecture [13].

Using the proposed adaptation process, the system makes
an appropriate decision with convincing evidences to assure the
high quality of the adaptation based on the answer to decision
questions. It also support the stakeholders in understanding the
rationale behind the adaptation, as they are able to know why
the adaptation happens and how it is processed.

IV. RELATED WORKS

In related work, we examine existing self-adaptive system
frameworks. We will compare other frameworks with the one
proposed in this paper, especially in terms of decision making
in the adaptation process and knowledge representation.

Rainbow is a framework for developing customized self-
adaptive system [10]. It is composed of two components:
managed system and manage system. Managed system is the
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system, which directly adapts to the environment. Manage
system controls managed system through MAPE-K process. In
rainbow, the strategies are defined as the adaptation unit, which
a system can take. A strategy contains the system architecture
and several tactics. And, it is defined through Stitch and Acme.
Using utility theory, a system is able to quantify which strategy
can achieve system objective with the highest utility value.
Based on these results, a system selects and changes its
architecture that is suitable for new situation.

As mentioned before, the adaptation unit for rainbow is
strategy. All the strategies that the system can take are already
defined at design time. Thus, a system cannot consider various
adaptation problems and provide enough flexibility of the
system architecture. However, proposed approach models only
knowledge for adaptation and a system infers the appropriate
decision using that knowledge at run-time. In other words, the
proposed approach does not determine the available
architecture, but design knowledge in order to determine
appropriate architecture at run-time. It supports high flexibility
and traceability by providing the evidence of the adaptation.
Proposed approach provides high understanding of the
adaptation process to the stakeholders as well.

MADAM (Mobility and Adaptation enabling Middleware)
is specially focused on the middleware for the self-adaptation
at mobile platform [11]. Through MDA (Model-Driven
Architecture), the user defines the system architecture model
and the system adapts to new situation by changing the
architecture model. In order to select the most suitable
architecture model, MADAM uses parameterization, which is a
method to apply the external variables to the predefined
adaptation formula. The adaptation is processed through
functionalized decision making process which means that the
situations which the system can face are mapped one-to-one
with each architecture model.

MADAM has adaptation middleware to manage system
architecture and adaptation process. Thus, the engineer defines
this middleware at design time. This adaptation is performed by
predefined mapping knowledge, therefore MADAM is not able
to consider run-time perspective in the adaptation such as
constructing new architecture model, which is more suitable
than other defined architecture model. In the proposed
framework, we refer MDA approach to represent system
architecture with various abstract level, but we infer the
adaptation result through knowledge at run-time in order to
make an appropriate decision. Namely, we define no direct
solution for each situation, but provide knowledge to support
decision making process and decide the solution for the system.

DiVA (Dynamic Variability in complex, Adaptive systems)
is the framework to support developing the self-adaptive
system using AOP (Aspect-oriented Programming) [12]. They
use base model and aspect model as the adaptation units for the
system adaptation. The base model is designed from the
essential components and the aspect model is designed based
on the optional component that is able to be added or modified.
Simultaneously using both the models, the engineer can easily
design the system variability and consider various situations.
At design time, not only base and aspect model, but



dependency between aspects in variable points, policy and
context are defined as well. Each context and policy is
connected to the available aspects, and the system is weaving
with base model and selected aspect models at runtime to
construct complete system architecture.

In DiVA, the adaptation units are defined at design time as
aspect models and it constructs complete system architecture
using these models at run-time. It is impossible that a system
uses undefined and new aspect for comprising new system
architecture. Therefore, it is impossible to consider semantic
dependencies when new dependency is defined or many
aspects are intertwined. However, proposed approach can
manage not only the syntactic relation, but also the semantic
relation through ontology by defining knowledge and reasoning
the semantics behind that knowledge. It also assures that a self-
adaptive system can make a more appropriate decision.

V. CONCLUSION AND FUTURE WORKS

In this paper, we propose a knowledge-intensive software
engineering framework for self-adaptive systems. The
proposed framework supports the decision making process and
the traceability of the adaptation knowledge through
knowledge-intensive inference and questions. Thus, the system
engineer and stakeholders are able to comprehensively
understand the adaptation process and analyze the problem and
solution to change non-adaptive systems to be self-adaptive.
The limitation of software adaptability is mitigated by
extending ontology to add new knowledge for the needed
adaptation such as new models or emergent relationships
between existing models.

In future works, we need to define an ontology-based
software development methodology. In this methodology, the
process of knowledge construction about the domain and target
system, and the fundamentals for self-adaptation should be
defined. Also, inference in decision making process should be
extended to resolve uncertainty problems. Uncertainty is an
emergent issue in the self-adaptive system. Lastly, the
verification and validation of the adaptation framework are
needed in order to determine the correctness of knowledge and
the decisions made during the adaptation.
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Abstract—Project management tools are mandatory to properly
manage a software project. The teaching of these toolsis carried
out in superior computer courses, but often the instructional
strategies are used in an ad-hoc manner. This study aims to
analyze the literature about teaching of the usage of project
management tools and to identify the instructional strategies and
the utilized tools. We conducted a systematic literature review to
identify the most significant studies that report experiences on
this context. After analyzing more than 2700 studies a total of 5
primary studies were selected, and then others were manually
included. The instructional strategies and the utilized tools are
presented, highlighting the main functionalities and educational
features of these tools, as well as the instructional activities
carried out to meet the educational goals. Concluding with a
discussion of the advances and gapsthat remain in this area.

Keywords-Project Management; Project Management Tools;
PMBOK; Systematic Literature Review; Teaching; Education.

. INTRODUCTION

Project Management (PM) is a critica area for many
organizations in the software industry. A significant amount of
projects till fail due to alack of proper management, causing
problems related to unaccomplished deadlines, budget overrun,
or scope coverage [1]. In this context a project is considered a
temporary endeavor to achieve a single result, and PM is the
use of knowledge, abilities, tools, and techniques that enable a
project to reach its goas [2].

Projects problems occur mainly because of the absence of a
PM process [3], resulting in a limited control over project
restrictions, resources, and stakeholders [1]. The adoption of a
PM process may be facilitated by the usage of a PM tool [4].
Despite many organizations till not using any PM tool, the
positive contributions that these tools have brought about have
increased the interest in their use [5].

The responsibility for the usage of these tools lies with the
project manager, who is accountable for the success of the
project, having the authority to direct its resources in order to
conduct the project in a systematic PM process [2].

Given that the usage of PM tools is not well rooted in
organizations, and that projects till fail, a possible cause for
this could be the teaching of project managers|[1, 6, 7].
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The teaching of PM has to addresses the knowledge on PM,
beyond genera knowledge on administration, project
environment and application area, and interpersonal abilities
[2]. However, the teaching of PM should not just be focused on
theoretical knowledge, because it is not enough to effectively
apply the PM. It is necessary to develop the project manager
competencies, which include knowledge (theoretical), abilities
(practical), and attitudes (proactivity) [8]. In addition to this,
due to the complexity of contemporary software projects, the
PM is impracticable without the support of a PM tool, and the
usage of these tools is aso among the project manager
competencies [4]. A PM tool is a software that supports the
whole PM process. Among its supported functionalities are:
schedule development, resources alocation, monitoring of
project performance, etc. [7].

The contribution of this research is the identification of
strategies that have been used to teach the usage of PM toals,
as well as, the tools adopted. These results may assist teachers
in the teaching of this topic, and also assist researchers in the
improvement of these drategies by the identification of
advances and gaps that remain in this area.

A. Project Management

The PM conducts the project activities and resources to
meet its requirements, sinceitsinitiating to its closing (Fig. 1).

BACKGROUND

Monitoring & Centrolling Processes:
Monitor, review, and adjust the project performance
and its progress through corrective actions.

Planning Processes:

Establish project goals and
scope and define the actions
for the project meet its goals.

onitoring & Controlling
Initiating Processes: Processes
Start a new project or
phase and abtain
authorization its

execution.

for

Execution Processes:
Conduct the necessary work to
carry out the project activities.

Closing Processes:
Finish all project
activities or phases ina
formal way.

Figure 1. PM processes groups [2].



Orthogonally to these process groups, the PM processes are
organized in 10 knowledge areas (Table 1).

Table 1. PM knowledge areas [2].

Knowledge Processesto:
area

Integration Identify, define, combine, unify, and coordinate PM processes
and PM activities.

Scope Ensure that the project addresses the entire work and meets all
its requirements.

Time Plan, monitor and control the activities that will be carried out
during the project so it concludes within the deadline.

Cost Plan, estimate, and control project costs, so it concludes within
the approved budget.

Quality Define the responsibilities, goals, and quality policies so the
project meets the needs that have initiated it.

HR Organize and manage the project team.

Communication Ensure the generation, collection, distribution, storage,
recovery, and final destination of project information.

Risk Identify, monitor and control the project risks.

Acquisition Buy or contract products, services or any resources that are not
available as project internal resources.

Stakeholder Identify and manage the stakeholders and its expectations.

B. PM Tools

A PM tool is a software that supports the whole PM

process. Among its supported functionalities are: schedule
development, resources alocation, monitoring of project
performance, and other functionalities that may support any of
PM knowledge areas [4, 7].

Today, there are many PM tools available [9]. These tools
aretypically classified according to its availability: proprietary
(the use of a license or acquisition is mandatory, and it is
maintained exclusively by an organization) or open-source
(free usage and maintained by the users community). The most
relevant  proprietary PM  tools ae  MS-Project
(microsoft.com/project) and Primavera
(oracle.ccom/primavera) [4]. Some of most relevant open-
source PM tools are: DotProject (dotproject.net), Project.net
(project.net), and PhpCollab (phpcollab.com) [10]. The tools
aso may be digtinct by its platform, namely: stand-alone
(single user and accessed via desktop) or web-based (multi
user and accessed via web browser). Their supported
functionalities also vary significantly and may have different
approaches, for instance, it may support the whole PM
process, just a knowledge area, or, more specifically, just a
few activities, asthe tracking of worked hours [11].

C. Teaching of PM Tools

The usage of PM tools is part of the project manager
competencies [2]. The need of Instructional Units (IUs) for
teaching this competency is addressed by the ACM/IEEE
reference curriculum for Computer Science [12]. It specifies
that students have to develop knowledge in all PM knowledge
areas, and have to learn the usage of a PM tool to develop a
project schedule, allocate resources, monitor the project
activities, etc. Based on these educational needs it is inferred
that the usage of a PM tool has to be taught in the application
level of the Bloom taxonomy (Table 2), once the knowledge on
PM have to be applied through the usage of a PM tool.

DOl reference number: 10.18293/SEKE2105-019

Table 2. Bloom taxonomy levels [13].

Level Refersto the students ability to:

Knowledge Identify or define some specific information based on
previous learning events.

Comprehension Demonstrate the understanding of an information, and
being able to reproduceit by ideas and own words.

Application Recognize and apply the information to solve concrete
problems.

Analysis Structure the information, fragmenting its parts and
establishing their relations and explaining it.

Synthesis Collect and relate information from various sources,
creating a new product.

Evaluation Make judgments about the value of something (products,
ideas, etc.), in relation to known criteria.

Often techniques taught in these IUs include [2, 7, 9]: the
Critical Path Method (CPM) — that identifies the project
activities that cannot be delayed without affecting the project
deadline; the Program Evaluation and Review Technique
(PERT) - that calculates the estimated effort to carry out an
activity based on three other estimates (worst case, most
common case, and best case); the RACI Matrix - describes the
participation by various roles in completing project activities;
the Resources Levelling - technique in which start and finish
dates are adjusted based on resource constraints, with the god
of balancing demand for resources with the available supply;
amongst others. To teach these competencies some
instructional strategies (Table 3) may be adopted.

Table 3. Instructional strategies.

Instructional Description
Strategy

Direct The teacher transmits concepts to students through expositive
Instruction classes.
Indirect The students carry out activities by themselves, and the
Instruction teacher provides feedback when necessary.
Interactive Based on the discussion and sharing of ideas among the
Instruction students. The teacher acts as amediator.
Independent Refers to methods which are purposefully provided to foster
Study the development of individual student initiative.
Experimental Student-centered and oriented to activities. It involves the
Learning application of conceptsin practical situations.

These |Us also have to evaluate the students learning, and
then different kinds of evaluations levels may be adopted
(Table 4).

Table 4. Four-level model for evaluation [14].

Level Evaluation Evaluation description and characteristics
Level

1 Reaction Evaluates how the participants felt about the training or
learning experience.

2 Learning Evaluates the increase in knowledge or skills.

3 Behavior Evaluates the degree to which new learning acquired
actualy transfersto the job performance.

4 Results Evaluation of the effect on the business environment by
the learner.
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1. DEFINITION OF SYSTEMATICLITERATURE

REVIEW

The methodology to conduct this research is the Systematic
Literature Review (SLR) following the method defined in [15].
A SLRis a study to identify, evaluate and interpret the studies
that are available and that are relevant to some research
question [15].




A. Research Question

This research aims to identify how to teach the usage of PM
tools in superior computer courses. Based on this motivation,
we performed a SLR focusing on three research questions:

a) RQL: Which PM tools are taught in superior computer
courses?

b) RQ2: Which instructional strategies are used to teach
PM toolsin superior computer courses?

¢) RQ3: How the instructional strategies effectiveness
has been evaluated?

B. Inclusion/Exclusion Criteria

Aiming to select only significant studies, criteria for
including/excluding such studies were defined. It had been
selected just studies related to the teaching of PM tools, which
were published in English language, that are availablein digital
libraries, and that were published between January 2004 and
June 2014. Other criteria restrict the search just for studies that
had passed by a peer review process, be it journals or
conference proceedings papers. In addition it was excluded: i)
Any study that does not use a PM tool (e.g. games, simulators,
and e-learning software); ii) Any study that explicitly does not
focus on PMBOK (e.g. agile methodologies or other PM
approaches), because it is the main reference in area and
worldwide accepted [4]; and iii) Any study externa to the
computer area.

C. Data Sources and Keywords

The data sources had been chosen based on its relevance in
software engineering domain, namely: ACM Digital Library,

study was analyzed only in doubtful cases, for instance, when
it was not clear if it was used a PM tool or a ssmulator. Most
studies were excluded because they did not report the usage of
any PM tool, but other software (games, e-learning,
simulators, etc.). Many other studies were excluded because
they are not related to computer area. At the end, just 5
relevant studies were selected (Table 7).

Table 7. Selected studies.

ID Reference

S1 K. Reid, and G. Wilson, “DrProject: A Software Project Management
Portal to Meet Educational Needs,”. In: Proc. of the Specia Interest Group

on Computer Science Education, Covington, 2007.

7. Car, H. Belani, and K. Pripuzi¢, “Teaching Project Management in
Academic ICT Environments,” In: Proc. of the Int. Conf. on “Computer as
a Tool”,Warsaw, 2007.

G. Gregoriou, K.Kirytopoulos, and C. Kiriklidis, “Project Management
Educational Software (ProMES),” Computer Applicationsin Engineering
Education, val. 21, n. 1, pp. 46-59, 2010.

S. BHATTACHARYA, “Cooperative learning and website in Software
Project Management pedagogy,” In: Proc. of the Int. Conf. on Interactive
Collaborative Learning, Kazan, 2013.

L. Salas-Morera, A. Arauzo-Azofra, and L. Garcia-Hernandez,
“PpcProject: An educational tool for software project management,”
Computers & Education, vol. 69, n.1, pp. 181-188, 2013.

Aiming to find more relevant studies, the state of the art
section of the selected studies was analyzed, and 3 more
relevant studies were found. Although some of these presented
tools did include simulation/game features, when analyzing
their functionalities it became evident that they may in fact be
characterized as PM tools.

Table 8. Manually included studies.

i i i i i ID Reference
IEE.EX p! ore, SclenceDirect, Scopus, Spri n_gerLl nk, and Wiley S6 | A. Shtub, “Project management simulation with PTB project team builder,” In:
online library. The keywords were defined based on the Proc. of the 2010 Winter Simulation Conference, Baltimore, 2010.
conceptsin the SLR research questions (Table 5). S7 | F. Deblaere, E. Demeulemeester, and W. Herroelen, “RESCON: Educational
Project Scheduling Software,” Computer Applicationsin Engineering
Table 5. Keywords. Education,” vol. 19, n. 1, pp. 327-336, 2009.
S8 M. Vanhoucke, V. Vereecke, and P. Gemmel, “The Project Scheduling Game,”
Concept Keyword and synonymous Project Management Journal, vol. 36, n. 1, pp. 51-59, 2005.

Education Education, teaching, and learning

Project Management Project management and PMBOK V. DATASYNTHESISAND EXTRACTION

Tool Tool, software, and system

IV. SLREXECUTION

The SLR had been carried out in June 2014. It was
conducted by first author, a Computer Science PhD candidate,
and it had been reviewed by a senior researcher. The Table 6
presents the amount of returned results by each data source.

Table 6. Returned results by data sources.

Data sour ce Results
ACM Digital Library (http://dl.acm.org/) 275
IEEEXplore (http://ieeexplore.ieee.org) 1,078
ScienceDirect (www.sciencedirect.com) 65
Scopus (WWw.SCOpUS.com) 662
SpringerLink (www.springerlink.com) 537
Wiley online library (onlinelibrary.wiley.com) 140
Total 2,757

The returned studies were first analyzed just by their title.
The abstract was read only in cases that the titles did not
provide evidence of any exclusion criteria. The content of the
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After selecting the studies, their data were systematically
extracted. The metadata to be extracted from studies were
defined based on each research question:

a) RQL: tool name, classification (availability
(proprietary or open-source), platform (desktop or web-based)
and propose (general usage or educationa)), main
functionalities, educational features, print screen.

b) RQ2: addressed process groups and knowledge aress,
educational goals, taught functionalities, instructional
strategies and activities, students eval uation method, discipline
hours.

¢) RQ3: evaluation goas, instrument for data collection,
sample size, evaluation method and evaluation level.

Firstly, the general features of PM tools are presented in
Table 9. As the studies itself do not necessarily indicate these
information explicitly, some of the information has been
inferred based on the presented reports.




Table 9. General features of PM tools (RQ1).

1D Tool name Classifications Main functionalities Educational features Print screen
S1 | DrProject Open-source, Tickets creation (analogue to project -Mailing lists to facilitate the project communication idpar projecti i g
web-based and activities creation and human resources between team members and the teacher. .
educational. alocation), mailing lists for project -The forms contain only the strictly necessary fieldsin . -
communication, and wiki for organizing the | the context of the discipline.
project documentation.
2 MS-Project Proprietary, Schedule development, project team Does not apply.
desktop, and definition, hour/rate configuration for
general usage. human resources, project progress update
and monitoring, baselines control.
3 ProMES Open-source, Supports the application of CPM, PERT, -Provides scenarios and difficult levels to apply the
desktop, and and RACI matrix techniques. CPM, PERT, and RACI matrix techniques.
educational. -Configuration of experience levels: trainee (student has
support of the tool) and professional (no help is
provided), and tutorial video.
A Gantt Open-source, Schedule development, project progress Does not apply.
project desktop, and updating and monitoring.
general usage.
S5 PpcProject PpcProject: Open- | Schedule development, support the CPM, The historic of all calculi are maintained on screen for
source, desktop PERT, and resources levelling techniques. the student follow the calculation procedure.
and educational.
S6 Project Proprietary, Work packages definition, schedule Provides scenarios to simulate the execution of a project
Team desktop, and development, and effort, resources, and cost | plan, requiring the students to take decisions which
Builder - educational. estimations. respect the project restrictions.
PTB
S7 RESCON Open-source, Schedule development, resources - What-if analysis for the students evaluating the effects
desktop, and allocation, and CPM. of resources inclusion in the project.
educational. - Simulation of different schedule development
algorithms that solve resource constraint problems.
8 Project Proprietary, Schedule development, resources Simulation of project execution requiring the students to
Scheduling desktop, and alocation, cost planning, and CPM. take decisions regarding the time/cost trade-off.
Game— educational .
PSG =

Information related to the instructional strategies for

teaching of PM tools usage (RQ2) are presented in Table 10.
As the studies itself do not necessarily indicate these

information explicitly, some of the information has been

inferred based on the presented reports.

Table 10. Data related to the instruction strategies (RQ2).

ID | Processgroups | Knowle Educational goals Taught Instructional strategies and activities Students evaluation Discipline hours
dge functionalities method
areas

S1 Initiation, Time, After the classes about PM Schedule Classification: Experimental Learning Not informed Not informed.
Planning, HR, and | tool usage the students have development, Activities: Elaboration of a project plan *It had 7 weeks of
Execution, commun | touseaPM tool to setup a organization of using a PM tool, and execution of the duration.
Monitoring & ication. project, create its plan, and documentation, planned project in groups of students.

Controlling, keep its progress updated project
Closing. while executing it. communication.

S2 | Initiation, Time, After the classes about PM Schedule Classification: Experimental Learning -Delivery of exercise | Not informed
Planning, HR, and | tool usage the students have development Activities: Elaboration of a project plan carried out using the *It had 7 weeks of
Execution, commun | touseaPM tool to setup a and monitoring. | using aPM tool, execution of the planned PM tool. duration.
Monitoring & ication. project, create its plan, and project in groups of students, and -Theoretical test of
Controlling, keep its progress updated production of project artefacts during its objective questions.

Closing. while executing it. life cycle.

S3 | Planning Time, After the classes about PM PERT, CPM Classification: Experimental Learning Delivery of problems | Not informed

and HR. | tool usage the students have and RACI Activities: Resolution of problems using resolution.
touseaPM tool to apply the | matrix CPM, PERT, RACI matrix techniques. For
CPM, PERT, and RACI techniques. each technique are carried out exercises
matrix techniques. with ascending difficulty level.

S | Initiation, Scope, After the classes about PM Schedule Classification: Experimental Learning - 10 minutes project 40 hours
Planning, time, tool usage the students have development. Activities: Elaboration of a project plan presentation; *20 meetings of 2
Execution, and HR. to useaPM tool to setup a using a PM tool, and execution of the - Theoretical test of hours duration.
Monitoring & project, create its plan, and planned project in groups of students. objective questions.

Controlling, keep its progress updated
Closing. while executing it.
S5 | Planning Time, After the classes about PM CPM, PERT, Classification: Experimental Learning Delivery of problems | 4 hours
and HR. | tool usage the students have and resources Activities: Resolution of sequential resolution. *2 meetings of 2
to use aPM tool to apply the | levelling problems with ascending difficulty levels, hours of duration.
CPM, PERT, and resources techniques. involving the application of CPM, PERT,
levelling technigues. and resources levelling techniques.
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S6 | Planning, Scope, After the classes about PM Schedule Classification: Experimental Learning Not informed 1 hour
Execution, time, tool usage the students have development Activities:
Monitoring & HR, touseaPM tool to schedule | and HR Elaboration of a project plan using a PM
Controlling. cost. development, HR allocation, | allocation. tool, and management of HRs during the
and to analyze monitoring simulation of the project execution.
and controlling reports.
S7 | Planning Time, After the classes about PM Schedule Classification: Experimental Learning Not informed Not informed
HR. tool usage the students have development, Activities: Definition of project activities, *|t was used
to use a PM tool to develop HR allocation and its estimations for effort and resources. during a semester.
aproject schedule using and HR Execution of different algorithms for
strategies to solve resource levelling. schedule development and comparison of
constraint problems. their results.
S8 | Planning, Time, After the classes about PM Schedule Classification: Experimental Learning Punctuation 2 hours
Execution, HR, tool usage the students have development, Activities: Elaboration of a project plan provided by the
Monitoring & cost. touseaPM tool to schedule | CPM and HR using a PM tool, and management of HRs educational PM tool,
Controlling. development, HR allocation, | allocation. during the simulation of the project based on project
and to analyze monitoring execution. completion and its
and controlling reports. total cost at ending.
Lastly, the data related to the evaluation of instructional
strategy effectiveness (RQ3) are presented in Table 11.
Table 11. Data related to instructional strategy evaluation (RQ3).
ID Evaluation goal Instrument for data Sample Evaluation method Evaluation
collection size level
S1 | Evaluateif the students are able to manage and carry out Observation and PM tool Not Subjective observation in an ad-hoc manner. Reaction
projects systematically with the support of a PM tool. database (to identify the informed.
PM tool usage pattern by *Superior
tickets and wiki records). to 25
S2 | Evaluate if the students succeed to accomplish projects - Observation. 130 Subjective observation in an ad-hoc manner. Reaction
according to defined processes and using appropriate PM - Students oral
tools. presentation.
S3 | Evaluate the students learning of CPM, PERT, RACI Observation and students 20 Subjective observation in an ad-hoc manner. Reaction
matrix techniques through the usage of an educational PM feedback.
tool.
$4 | Evaluate if the students are able to prepare and to present a | Written test and 47 Evaluation of students grade in the discipline, and Learning
project plan with the support of a PM tool. questioner questionnaire answers.
S5 | Evaluate among PpcProject and M S-Project PM tools, Questioner 54 Each student has answered twice a questionnaire. Reaction
which one is more appropriate for educational proposes. The first time about his experience when carried
out afew PM activities using PpcProject, and the
other after doing the same with MS-Project.
S6 | Evaluateif the students are able to manage resourcesin a Observation and students Not Subjective observation in an ad-hoc manner. Reaction
project respecting its constraints with support of aPM tool. | feedback. informed.
S7 | Evaluate the students understanding about the CPM and Observation and students 121 Subjective observation in an ad-hoc manner. Reaction
schedule development algorithms through the usage of an feedback.
educational PM tool.
S8 | Evaluate if the students are able to manage resourcesin a Observation and students Not Subjective observation in an ad-hoc manner. Reaction
project respecting its constraints with support of aPM tool. | feedback. informed.

VI. DISCUSSION

of a PM tool during practical classes. Just few studies have

A discussion based on the extracted data of the SLR is
carried out aiming to answer the research questions.

In relation to the PM tools that are taught (RQ1), it had
been observed that the MS-Project is the most utilized tool. In
part it is because the students familiarity with MS-Office
environment and also by its availability on university labs.
However, many studies (S1, S3 and S5) points out the lack in
this tool for some PM processes, as well, the absence of
educational features. In an effort to cover this lack there had
been developed educationa PM tools, such as DrProject,
ProMES, and PpcProject. These tools provide educational
features, for instance, the configuration of difficulty levels,
profiles for student assistance (step by step explanations) and
tutorial videos. In addition, the PM tool PpcProject was
compared to MS-Project, demonstrating to be as complete as
in relation to the supported functionalities, but superior in
educational aspects.

When analyzing the instructional strategies for teaching the
usage of PM tools (RQ2), it is observed that in al cases it is
classified as experimental learning, because involves the usage
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reported that some explanation about the PM tool usage is
provided before the students start to use it. In other cases, the
students need to learn about the PM tool by the exploratory
analysis of its functionalities. It also was observed that the
time management knowledge area was the most addressed.
The HR management was the next most addressed, mainly due
to the HR allocation process. It was identified three main
kinds of instructional strategies: The first one is related to the
execution of practical projects (students organized in groups,
build a software and use a PM tool for planning and
monitoring it) (S1, S2, $4); The second one focuses on the
application of specific techniques, such as CPM and PERT
(S3, S5, S7). In this case the instructor presents problems to
the students and they work for its resolution using a PM tool.
The first strategy covers, at least minimally, all PM process
groups, while the second one covers just the planning process
group. The last strategy is focused on the management of
project resources during the simulation of project execution
(S6, S8), requiring the students to make decisions based on the
analysis of project monitoring and controlling reports. About



the discipline hours, the first strategy requires more than
others, because it includes the project execution, instead of
just the application of specific techniques.

Regarding the evauation of the effectiveness of these
instructional strategies (RQ3), all studies reported at least a
subjective evaluation, normally in an ad-hoc manner, based on
the authors opinion and in a few cases also the students
feedback. The evaluations have concluded that the
instructional strategies assist in the learning of PM concepts
and prepare the students for the professional career. Some
more systematic eval uations were carried out in $4, evaluating
its effectiveness based on the students grade, and S5 have
applied a questionnaire for students to identify their learning
experience. Yet, in most cases the evaluations were classified
in the reaction level, with focus on the students’ perspective.

It was evidenced that the teaching of PM tools assists the
students in the comprehension of PM concepts and provides
opportunities to the students to have practica experiences
through the application of concepts. However, it was noticed
that the instructional strategies are too focused on time and RH
management, minimally addressing other PM knowledge
areas. None of the studies addressed risk management, quality
management, acquisition management and others. In part it
may be justified by the lack of support of the PM toolsto these
knowledge areas. Hence, it is evidenced that the developed
IUs for teaching the usage of PM tools does not contain
instructional strategies that cover the whole PM process, and
the gaps still existing in this area are highlighted.

A. Threatsto Validity

A common threat in any SLR is the bias inherent to
scientific publications that in most cases reports the successes
of the experiences, and not its failures. This threat may have
hampered the identification of ways to measure the
effectiveness of a certain instructional strategy. It was
mitigated including a research question to identify how the
instructional strategies were evaluated. During the search
process the main threat is to not find relevant studies. A
migration for this threat includes the use of synonyms for al
search keywords. On the other hand, it returned alarge amount
of results. For instance, the synonyms for the concept of tool
bring studies focused on e-learning, games, and simulators.
Other mitigating actions included the usage of many data
sources, in addition to the manual inclusion of studies based
on the state of the art sections of those selected. In the SLR
selection phase, the identified threat is related to the influence
of the researchers personal opinion. It was mitigated by
registering the exclusion criteria that motivated the disposal of
each study considered irrelevant, and by the discussion of the
results among the SLR participants. This threat also impact on
data analysis phase, because some information are not explicit
in the studies, and have been inferred by authors.

VII. CONCLUSIONS

This work aims to identify which instructional strategies
are been adopted in the teaching of PM tools usage in superior
computer courses. To reach this goal, it was carried out a SLR,
identifying the most relevant studies in the area. The results
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show that, typically, the teaching of PM tools usage is carried
out in practical classes and the instructional strategies varies
from specific problems resolution or planning a software
project. The educational goals in general are focused on the
teaching of time and HR management, minimally or not
addressing other PM knowledge areas. In part it may be
justified by the lack of support of the PM tools to these
knowledge areas. Hence, despite the efforts, it is evidenced
that the teaching of PM tools usage still does not cover the
whole PM process, which is essential for a more efficient PM.
Future work may suggest other instructional strategies to fill
these gaps, through the adoption of a systematic PM process
that covers all knowledge areas, and the usage of a PM tool
aligned to such a process.
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Soft Skills in Scrum Teams

A survey of the most valued to have by Product Owners and Scrum Masters
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Abstract—Software development requires professionals with
knowledge and experience on many different methodologies,
tools, and techniques. However, the so-called soft skills, such as
interpersonal skills, teamwork, problem solving and customer
orientation to name just a few, are as important as, or even more
important than, traditional qualifications and technical skills.
Members of scrum teams, particularly the ones performing the
roles of Product Owner and Scrum Master, are not exempt of
having these kind of skills because of the distinctive duties and
responsibilities of these roles in a Scrum team. In this paper we
report a field study in which we interviewed 25 experienced
Scrum practitioners from software companies in Uruguay to
know their points of view about what are the soft skills they
consider the most valued to have by the Product Owner and the
Scrum Master of a Scrum team. As a result, Communication
skills, Customer orientation, and Teamwork appear as the most
valued soft skills Product Owner should have, while
Commitment, Communication skills, Interpersonal skills,
Planning skills, and Teamwork are considered the most valued
ones for the Scrum Master.

Keywords- soft skills; scrum; product owner; scrum master

L

Software development is a highly technical activity that
requires people performing diverse roles in software projects,
and with knowledge and experience on many different
methodologies, tools, and techniques.

INTRODUCTION

However, as people in software projects have to work
together in order to achieve project goals, other kind of skills
and abilities are also needed, related to the execution of project
tasks such as interacting and communicating with teammates
and stakeholders, managing time, negotiating with customers,
writing reports, presenting project advances, problem solving,
and decision making, among others alike.

These skills are examples of a broad compendium of
several components like attitude, abilities, habits and practices
that are combined adeptly to maximize one’s work
effectiveness [1], and they are considered as important as, or
even more important than, traditional qualifications and
technical skills for personal and professional success [2].

This kind of skills are known in literature as “soft skills”,
"non-technical skills", "people skills", "social skills", "generic

competencies", or "human factors".
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According to Capretz, the human factor is a make-or-break
issue that affects most software projects and thus, an
understanding of these factors is important in the context of the
practice of software engineering [3].

In a previous study [4], one of the authors identified 17 soft
skills that are usually demanded by software companies in
Uruguay when hiring new professionals to work in software
projects.

During recent years, several software companies in
Uruguay have been adopting agile methodologies, particularly
Scrum, for managing their software development projects.

Agile software development is carried out through the
collaboration between self-organizing, cross-functional teams.
Thus, agile teams depend greatly on efficient communication,
taking responsibility, initiative, time management, and
leadership [5], examples of the above mentioned soft skills.

As explained in [6], Scrum development efforts consist of
one or more Scrum teams, each made up of three roles: Product
Owner, ScrumMaster, and the Development Team. Of these
roles, in this paper we will concentrate on the two of them that
are unique and distinctive: Product Owner and Scrum Master.

The data used in the previous study reported in [4] was
collected from job ads published in a major national newspaper
of Uruguay, and from the database maintained by the Graduate
Office of Universidad ORT Uruguay, that receives jobs ads
directly from software companies looking for new staff.

In this paper, our purpose is to deepen that previous study
to have the "insider" voices of Scrum practitioners about what
are the soft skills they consider most valued to have by Scrum
team members. Specifically, we wanted to have the separate
perspectives of product owners, scrum masters, and team
members of Scrum teams about what are the soft skills they
consider of most value to have by their teammates, being either
the Product Owner or the Scrum Master.

The remainder of this article is organized as follows. In
Section II we give an overview of the three Scrum roles. In
Section III, and since software engineering research in Uruguay
is scarce, we will give a brief overview of Uruguay and its
software industry. In Section IV we present the research
questions posed for this study, while in Section V we describe
the data collection process followed. In Section VI we present
the analysis of the collected data and we answer the research
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questions. In Section VII we compare the points of view of
product owners, scrum masters and team members of Scrum
teams regarding the most valued soft skills to perform the
distinctive roles of Product Owner and Scrum Master. Finally,
in Section VIII we present our conclusions and further work.

IL.

Mainly based on [6], what follows is a brief description of
the three roles defined in the Scrum framework:

SCRUM ROLES

A. Product owner

The product owner is the empowered central point of
product leadership. He/she is the single authority responsible
for deciding which features and functionality to build and the
order in which to build them.

The product owner holds the product vision, and must
understand the needs and priorities of the organizational
stakeholders, the customers, and the users well enough to act as
their voice. In this respect the product owner acts as a product
manager, facilitating communication between the team and the
stakeholders to ensure that the right solution is developed.

B. ScrumMaster

The ScrumMaster helps everyone involved understand and
embrace the Scrum values, principles, and practices. He/she
acts as a coach, providing process leadership and helping the
Scrum team and the rest of the organization develop their own
high performance, organization-specific Scrum approach.

As a facilitator, the ScrumMaster helps the team resolve
issues and makes improvements to its use of Scrum, and is also
responsible for protecting the team from outside interference
and takes a leadership role in removing impediments that
inhibit team productivity. He/she also facilitates regular team
meetings to ensure that the team progress to its path to "done".

C. Development Team

Traditional software development approaches discuss
various job types, such as architect, programmer, tester,
database administrator, Ul designer, and so on. Scrum defines
the role of a development team, which is simply a diverse,
cross-functional collection of these types of people who are
responsible for designing, building, and testing the desired
product.

III.

With a population of 3.2 million people, Uruguay has
positioned itself in recent years as a leading exporter of
software in Latin America. In 2013, exports of software and
related services reached 300 million dollars, and CEOs of
leading companies expect to reach 1 billion dollars by 2020.
The main foreign markets are the United States, Argentina,
Brazil, Spain, and Canada. At present, there are about 250
companies that produce software, that employs about 4500
professional, and the unemployment rate in this industrial
sector is almost zero.

URUGUAY AND ITS SOFTWARE INDUSTRY

IV. RESEARCH QUESTIONS

We posed two groups of research questions for this study,
as depicted below:
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RQ. A: What are the most valued soft skills a Product
Owner must have, from the point of view of:

0 Al: a Product Owner, A2: a Scrum Master,
A3: adevelopment team member

RQ: B: What are the most valued soft skills a Scrum
Master must have, from the point of view of:

0 BI: a Product Owner, B2: a Scrum Master,
B3: a development team member

Table I shows the cross relationship between these six
research questions about Product Owner and Scrum Master.

TABLE L RELATIONSHIP OF RESEARCH QUESTIONS
About...
Product Owner | Scrum Master
Product Owner Al Bl
POinto?f'VieW Scrum Master A2 B2
Team Member A3 B3

V. DATA COLLECTION

To collect data for this study, we interviewed 25 software
engineering practitioners with working experience in Scrum,
from 8 software development companies in Uruguay. These 8
companies were selected from the set of companies that posted
the job ads used in the previous study mentioned above. Of
these companies, 6 declared to use Scrum as an agile
methodology and the other two a hybrid of iterative and agile
methodologies. Regarding the years in the Uruguayan market,
the youngest company is 4 years old, while the older is 23
years old, with an average of 10 years. With respect to the
quantity of employees directly involved in software
engineering tasks, the smallest company has 5 people, and the
biggest one has 390, with an average of 40 people.

As mentioned above, the software engineering
professionals interviewed for this work have working
experience in Scrum. Four of them have experience as a
Product Owner, seven as a Scrum Master, and the other
fourteen have experience only as a member of a Scrum team.

In Table II we show the interviewees' minimum, maximum,
and average years of experience in performing their respective
roles as part of Scrum teams.

TABLE IL INTERVIEWEES EXPERIENCE WITH SCRUM (YEARS)
Role Min. Max. Avg.
Product Owner 1 2 1.5
Scrum Master 0.75 4.5 3.1
Team Member 0.5 4.5 2.9

During the interviews, we gave the interviewees the list of
the soft skills identified in [4] along with a conceptual
definition of each skill.



To answer the six research questions, we requested the
interviewees to select from that list the soft skills that he/she
considers the most valued to have by a Product Owner (A’s
questions) and by a Scrum Master (B’s questions).

VI. DATA ANALYSIS

With the data obtained from the 25 interviewees, the
answers to the research questions posed for this study are as
follow:

A. The most valued soft skills a Product Owner must have.

To answer the research questions Al, A2, and A3, we asked
separately to product owners, scrum masters and team
members to select the soft skills considered most valued to
perform the role of Product Owner.

From the perspective of the four product owners
interviewed, the top five soft skills considered most valued to
have by a Product Owner (RQ. A1) are shown in Table III.

TABLE III. TOP FIVE SOFT SKILLS FOR PO (PO’S POINTS OF VIEW)
Soft skills Times selected %
Communication skills 4 100
Customer orientation 4 100
Interpersonal skills 3 75
Teamwork 3 75
Analytic, problem-solving 2 50

From the perspective of the seven Scrum masters
interviewed, the top five soft skills considered most valued to
have by a Product Owner (RQ. A2) are shown in Table VI.

TABLE IV. TOP FIVE SOFT SKILLS FOR PO (SM’S POINT OF VIEW)
Soft skills Times selected %
Communication skills 7 100
Customer orientation 7 100
Planning skills 7 100
Teamwork 7 100
Commitment, responsibility 6 85.7

Finally, from the point of view of the 14 team members
interviewed, the top five soft skills considered most valued to
have by a Product Owner (RQ. A3) are shown in Table V.

TABLE V. TOP FIVE SOFT SKILLS FOR PO (TM’S POINTS OF VIEW)
Soft skills Times selected %
Communication skills 14 100.0
Commitment, responsibility 10 71.4
Teamwork 9 64.3
Customer orientation 8 57.1
Motivation 8 57.1

B. The most valued soft skills a ScrumMaster must have

To answer the research questions B1, B2, and B3, we asked
separately to product owners, scrum masters and team
members to select the soft skills considered most valued to
perform the role of Scrum Master.

From the point of view of the four product owners
interviewed, the top five soft skills considered most valued to
have by a Scrum Master (RQ. B1) are shown in Table VI.

TABLE VL TOP FIVE SOFT SKILLS FOR PO (SM’S POINTS OF VIEW)
Soft skills Times selected %
Communication skills 4 100
Interpersonal skills 4 100
Commitment, responsibility 3 75
Organizational skills 3 75
Planning skills 3 75

From the perspective of the seven Scrum masters
interviewed, the top six soft skills considered most valued to
have by a Scrum Master (RQ. B2) are shown in Table VII.

TABLE VII.  TOP FIVE SOFT SKILLS FOR SM (PO’S POINTS OF VIEWS)
Soft skills Times selected %
Communication skills 7 100
Interpersonal skills 7 100
Motivation 7 100
Teamwork 7 100
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Finally, from the point of view of the 14 team members
interviewed, the top five soft skills considered most valued to
have by a Scrum Master (RQ. B3) are shown in Table VIII.

TABLE VIII.  TOP FIVE SOFT SKILLS FOR SM (TM’S POINTS OF VIEWS)
Soft skills Times selected %
Communication skills 13 92.9
Interpersonal skills 12 85.7
Leadership 12 85.7
Commitment, resposibility 10 71.4
Planning skills 10 71.4

VII. COMPARING THE POINTS OF VIEW OF PO, SM AND TM

Based on the data shown in Table III to VIII, we found
interesting to compare the points of view of product owners,
scrum masters and team members with regard of the most
valued soft skills for a Product Owner and for a Scrum Master.

In the next two sub-sections we show the results of these
comparisons.



Comparing the points of view of product owners, scrum
masters and team members about the most valued soft
skills a Product Owner must have.

For this comparison, we put together the data shown in
Table III (point of view of product owners, PO), Table IV
(point of view of scrum masters, SM) and Table V (point of
view of team members, TM).

TABLE IX. PRODUCT OWNER: POINTS OF VIEWS OF PO, SM AND TM
Soft skills PO SM ™

Analytic, problem-solving X

Commitment, responsibility X

Communication skills

Customer orientation

Interpersonal skills X

Motivation X

Planning skills X

Teamwork X X

Table XI shows the eight soft skills that appears in those
tables and, grayed, the ones that are in common from the three
perspectives.

From this comparison results that Communication skills,
Customer orientation, and Teamwork are the three soft skills
that appear as the most valued for a Product Owner, from the
perspectives of product owners, scrum masters and team
members.

B. Comparing the points of view of product owners, scrum
masters and team members about the most valued soft

skills a ScrumMaster must have.

For this comparison, we put together the data shown in
Table VI (point of view of product owners, PO), Table VII
(point of view of scrum masters, SM) and Table VIII (point of
view of team members, TM).

Table X shows the eight soft skills that appears in those
tables and, grayed, the ones that are in common from the three
perspectives.

TABLE X. SCRUMMASTER: POINTS OF VIEWS OF PO, SM AND TM
Soft skills PO SM ™

Commitment, responsibility X

Communication skills X

Interpersonal skills X

Leadership X

Motivation X

Organizational skills

Planning skills X

Teamwork X

45

From this comparison results that Commitment,
responsibility, Communication skills, Interpersonal skills,
Planning skills, and Teamwork are the five soft skills that
appear as the most valued for a Scrum Master, from the
perspectives of product owners, scrum masters and team
members.

VIIIL

In this paper we reported a field study in which we
interviewed 25 software engineering practitioners experienced
in Scrum from 8 software companies in Uruguay to know their
opinions about what are the soft skills they consider the most
valued to have by the people performing the role of Product
Owner or of Scrum Master in a Scrum development team.

CONCLUSIONS AND FURTHER WORK

Based on the data collected on those interviews, to perform
the specific role of Product Owner of a Scrum development
team, the point of view of product owners, scrum masters and
team members are coincident in that Communication skills,
Customer orientation, and Teamwork are the most valued soft
skills for performing that role.

To perform the role of Scrum Master, the perspectives of
the product owners, scrum masters and team members
interviewed are coincident in that Commitment, responsibility,
Communication skills, Interpersonal skills, Planning skills, and
Teamwork are the most valued soft skills to perform this role.

Findings suggest that there are much more coincidences
than discrepancies between the perspectives of product owners,
scrum masters and team members regarding what are the most
valued soft skills software engineering professionals should
have to better perform those two specific and distinctive roles
defined in the Scrum framework.

As a further work, we are now working with the companies
involved in this study to investigate, among other things: a)
what impact have these soft skills of product owners and scrum
masters in their software projects outcomes, b) what soft skills
are found less developed in their product owners and scrum
masters, and what actions are the best to take in order to
develop those skills to enhance software projects outcomes, c)
whether there are other soft skills, beyond the ones used in this
study, that are important to perform those roles.
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Abstract— Software Engineering activities are context based
and carried out by people, within its culture and project
actuality. Consequently, it demands a great deal of social
relations. In order to better under standing these challenges faced
by softwar e development prgj ects, we have had to go beyond the
actual mindset, literature and bodies of knowledge. This paper is
a result of an empirical research, aligned with evidence-based
Softwar e Engineering, about studies conducted on five software
development Micro and Small Enterprises in Brazl, during 22
months, between July-2012 and May-2014. We have adopted a
participant observer ethnographic study, resulting in
intervention based on action research. The interventions
happened several times, leading into continuous and constr uctive
process of reflecting and learning. As a result, we have observed
the emergence of a practical problem solving culture, from a
collaborative immediate situation, which expanding the actor’s
competencies in every cycle of its execution. Although every
organization had its own major problem to be dealt with, our
findings point out to some common problems and emerging
action strategiesto handlewith these challenges.

Keywords— action research, qualitative research, project
management, project actuality.

l. INTRODUCTION

Over the past 20 years, there has been a substantial
improvement in the quality and rigor of research in PM [1].
Project has become more relevant to organizational change
and growth as it is used to achieve business objectives.
According to Shenhar Dvir, Levy and Maltz, projects are a
unique way for organizational change, innovation and face the
competitive market’s reality [2]. Mintzberg [3] advocate that
Project Management (PM) is important to anyone who is
effected by its practice that means the entire organizational
world. In order to take full advantage from PM practice,
organi zations, teams and practitioners must adopt new ways of
learning, thinking and reasoning in action.

Nowadays, research empirica method has become part of
the Software Engineering research practice. In the
experimental software engineering paradigm, the relationship
between practitioners and researchers is highly symbictic,
where researchers need laboratories to observe and manipulate
variables in vivo, and project context seems as an ideal
environment to do that. In the other hand, practitioners feel the
need to understand how best they can build and maintain their
organizational system, and researchers can help them to

(DOI Reference Number: 10.18293/SEK E2015-083)
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achieve this end [4]. In order to be more competitive, PM
practitioner must also understand how to step up and improve
its competencies, processes, overcoming their problems and
achieving better results. Indeed, action research has emerged
asagood strategy to accomplish that goal.

In addition, Micro and Small Enterprises (MSEs) have a
grest importance in any country’s socioeconomic scenario,
and in Brazil it is no different. A research conducted by the
Brazilian Ingtitute of Geography and Statistics (IBGE) in 2010
depicted that this kind of organization represents more than
99% (5.7 million) of Brazilian companies and they represent
60% of the jobs across the country. However, it represents no
more than 20% (US 700 hillion) of the Brazilian GDP* [5]. In
fact, it is an expressionless percentage when compared to
other nations, showing that there is still much opportunity for
growth to this economic sector. Among ICT companies over
85% can be classified as Micro or Small Business [6].

From this perspective, and aiming at addressing this
growth opportunity, as well as the expected benefits of
organization and PM practices enhancement, we have
conducted five action research studies in smal software
development organization in the northeast of Brazil. It is
important to point out that the organizations in these studies
did not know their real problems, that is way ethnographic
techniques [7] were necessary in order to diagnosis the major
chadlenges. Each organization, team or project had its own
problems to solve. Thisis a part of a broader research [8] on
project actuality were exploratory and systematic literature
review [9] and ethnographic studies were conducted before the
action research. By facing project as our research field and by
involving the practitioners, with the real and major problems
identified, researchers and practitioners can embrace the
reflective practitioner in its actuality, willing to rethink, undo,
redo and learn.

This paper is organized as follows. Next section gives an
overview of the action research method, its main concepts,
steps and principles. Section 3 exhibit a brief sample’s
summary, and five organizational contexts. Section 4 presents
the research design and steps executed before the study.
Section 5 describes the approach used. In addition, Section 6
presents some actions and feedback obtained as studies result.

! Gross Domestic Product.



Finally, in Section 7 final considerations and limitations are
discussed.

Il.  ACTION RESEARCH

Scientific methodology is necessary to make the research
results more reliable and reproducible by other researchers.
According to Zelkowitz [10], the social challenges dealt with
by researchers in Software Engineering investigations makes
Action Research (AR) a useful research methodology due to
its characteristics and possibility of obtaining relevant results.

While most empirical research methods attempt to observe
the world, as it currently exists, action researchers aim to
intervene in the studied situations for the explicit purpose of
improving the stuation [11]. The knowledge gathered from
research empowers particular individuals or groups, and
facilitate awider change. The AR’s application focus involves
solving organizational problems through interventions, while
at the same time contributes to teams and organizational
knowledge. In our studies, we had the purpose of improving
the organizations and its teams, by overcoming their problems
and hd ping team membersto engage in reflection.

Davison, Martinsons and Kock [12], suggests a
unidirectional flow for AR, with diagnosis followed by
planning, intervention, evaluation and reflection. In order to
better suit to small enterprise and for teams’ reflection,
rethinking and learning, the major steps were adapted. In
addition, to avoid just focusing on the iceberg top or in a
specific effect (but not in its causes), we carried out the AR
after ethnographic based study. Using ethnography as a
technique to proceed the diagnosis stage from action research.

I1l.  THEIN-VIVO SAMPLE

The research sample is comprised by MSE in the northeast
of Brazil. Four of them were from Recife (A, B, C and D), and
two of them were from a small city over 700km away (F and
G). Our research is context and time dependent, and was
conducted along from July, 2012 to May, 2014. Organization
A has nearly 10 years of experience in the IT industry,
founded in 2004 to provide solutions in managing industries,
services and trade. They have a product developed in Delphi
with firebird and one in Java JSP for another purpose. A team
of five developers took care of over ten clients. The owner
was centralizing and the ambient was noise and the Delphi
team was demotivated and tired. The room and machines were
new, clean and organized. The most expected problem to be
solved was to overcome not being able to estimate correctly
and precisdly.

Organization B was the oldest and biggest one in the
sample with 25 years in the market, and two teams. The
organization had two solid products, with the biggest clients,
also partnership with other organizations that combined
presented an even more solid and wider solution. If a client
wants something different but till related to their products,
they would get the challenge to gain market. Both observed
teams worked in two distinct Delphi product. The biggest
challenge for their teams was to stop clients and manager
interference that generated lack of commitment and
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motivation. In addition, the major challenge for the
organization was to overcome lack of visibility and trust on
teams work. The organization had level G of MPS-SW [13]
and already had their work organized as projects.

Organization D was the most mature one, used to have
MPS-SW [13] level G, but it expired. With 13 years in the
market, it had a nice renewed office. The owner was from IT
world, but aong our research, we never saw him with the
team. It was a family business, although the manager was not
part of the family. The study initiated with one manager and
changed along the way. The change was freighting, but team
got more cohesive, less bureaucratic and productive after this
change and along our study. Besides de devel opers, one tester,
quality assurance that could also develop made the team. A
part time trainee tester was a so involved along the project.

Organization F was the hardest one to commit to the
research. They had the nosiest room, the worst scenario and
took longer to build trust and finally engage in action. The
owner was redlly busy sdling, but he originally messed
everyone’s plans. He gave a percentage in the society for his
two best men, both with over 15 years working with him.With
2 hours lunchtime, 100% of the organization went home to eat
and rest. The either walked home or used motorcycle to get
around. Many times the first researcher waited outside in over
35° degree Celsius, feding 45° sun.

Out of them dl, Organization G had the most technical
PM, one of the two owners. One owner dealt with sales, and
took care of the support team. The other, great researcher in
action and enthusiast of our research. He manage to learn
quick, try hard to rethink, reflect and move forward. He
counted as one devel oper, although his help was sporadically.
One developer was 30 hours only, but one of the best
programmer of the team. With two hours lunch, everyone
went home. A young nice and committed team.

IV. PREVIOUSTOTHE ACTION

A. Planning the studies

The organizations were chosen by convenience, all of them
were indicated by SoftexRecife?. It supports micro small
software development organizations through training, process
improvement, testing and other services.

The authorization was written as an invitation |etter-
consent form signed by the organization high management, or
site coordinator and the first researcher. The letter states
researchers’ names and affiliation, the research goal,
procedures and techniques and confidentiality rules. The end
criteria was a bit abstract, but the idea was to keep on
researching until the main problems are overcame, challenges
are dealt with and both parties involved are satisfied. In
addition, a research plan was presented to the team to
guarantee their understanding and commitment.

2 The Software Technology Excellence Center in Recife, a civil non-profit
association, established on Nov.8th, 1994 with a misson to increase the
competitiveness of ICT companies (http://www.recife.softex.br/).



B. Diagnosis— The Ethnografic Sudy

Schensul [14] presents ethnography as a scientific
approach to discovering and investigating social and cultura
patterns and meaning in communities, institutions, and other
social settings. Ethnographic studies in software engineering
are valuable for discovering what really goes on in particular
technical communities, and for revealing subtle but important
aspects of work practices [11]. We saw as way of unveiling
the major problems, faced by the team or project manager
independent of the source. All problems were grouped in a
backlog, prioritized by the manager, and always revised along
the intervention. Every finding came from several evidences
and a causality analysis made in the ethnographic study.

Table | depicts the most common problems in between the
five organizations. The problem backlog was presented in
questionsin order to confirm it and prioritize them. Moreover,
the idea was also empower the reflexive practitioner and the
practitioner-researcher. To each organization was also pointed

the evidences that pointed or corroborated each problem.

TABLE I MOST COMMIN PROBLEMS
Problem Backlog
Org - -
Problem Reflecting question
(1) Absence of Does your team have any time to reflect
A, B, F Refl ection about what went wrong and what could
and G have been done better?
] Is the blaming mood around? | s your team
A, B (CIZ:J)I turglam' "9 | more worried about blaming someone for
and F the bug, problem or issuethan to solveit?
Do you know what your team is capable
A, B, Blind | of? How much work can you do, how
D, F | Capacity much requirements can we compromise in
and G aweek, a cycle, amonth?
A, B, | (IvV) Living | Areliving the problems instead of solving
D, F | theProblems the problems?
and G
) _Is your team ambien’_c too noisy or the
A B ’ interruptions are driving away your
Unproductlve productivity? What are nowadays our
and F environment , SRR
team’s productivity villains?
A, B, | (VI) Uncear | Do you have an unclear goal? Can’t your
F and | Gods team know or tell what must be done?
G
Is your product producing more bugs then
A B, F g/ulél)ltyll_ad( of you can correct? Is your backlog of bugs
and G bigger then you requirements backlog?
A B. F | (VIII) Lack of | Areyou unaware of what is going on with
nd G Visibility your team’s activity?
Is your work with no end nether
A, F gx()ar atil(E)ﬂdless beginning and seams to take forever with
and G P no partial s winnings?
Are al your initiatives top down? Is the
(X) Lack of | owner or team leader the only one doing
A, B, F | Commitment the talk? Is the goal always unrealigtic?
and G and trust Do you care to make sure that your team
buyswhat you say?
Does your team never catch a break? Do
A g | (XI) Lack of | you remember that they are people? Does
ar;d E Motivation your team’s fear dow them down? Cannot
see what can you do next?
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V. THEAPPROACH

This section presents the approach that encompasses the
action research, team reflection and learning. Beginning with
the adaptation from the Cyclical AR Process Modd [12]
followed by the reflection process.

A. Cyclical Research Action Process Model Adaptation

The Diagnosis was substituted by the research setup and
the ethnographic study, as explained last section. In this stage
the research field was defined, an agreement is settled and the
problems are analyzed by the ethnographic study, similar to
what Davison, Martinsons and Kock [12] proposal. The Action
Planning stage uses the same idea as the one presented by the
authors, where actions are defined for the diagnosed problems,
although we included a reprioritization in each cycle,
accommodating new prioritized-disturbing problems.

Intervention corresponds to the planned actions implemen-
tation exactly as idealized by the author [12]. The biggest
adaptation is surrounding the Reflection activity; it does not
only support the information flow between participants and
the organization as presented by Davison, Martinsons and
Kock [12]. As we deal with small organization, most
organization's member were involved as researchersin action
and just organization B needed to make the information flow,
all the others had all team members engaged and involved. In
our studies, reflections occurred before Action Planning, as
presented in Fig. 1.

Ethnographic . .
Study H Reflection H[Re] Planning

L]
s

s

v

~ ¥

] Evaluation

Action Research Strategy. Source: Own elaboration.

Intervention

Prablems
Backlog

Fig. 1.

After the intervention, the Evaluation took place, following
the authors’ idea of using theoretical support to analyze
actions’ effects and results. It was followed by another cycle
started by reflection and learning activity.

B. Reflection Activity

The reflection sections represented a learning trigger to
each context or problem discussed. It allowed the team to
familiarize with some theory and question their status quo, in
order to better see the problem and engage in overcoming it.
The reflection activity was carried with the help of a macro
activity and has the following goals: (i) conduct active
interview or participant observation [15], [16]; (ii) get those
who are being researched to play an active role in the process;
rather the being passive subjects [16]; and help team to engage



in reflection about the best way to overcome a problem, a
conflict or an improvement opportunity.

Every time an opportunity is identified, is a good time to
reflect, although we used the reflection to start the cycle, to
analyze the problems, situations and to rethink some ideas,
approaches and strategies, resulting in the action plan. The
steps necessary to accomplish this activity were:

o |dentify conflicts, problems and sngularities;

e Consider project actors researchers in action who must
continuously question their actions and intentions in

light of real-world situations [17];

Evolve the reflection around questions [16], such as
How, When and Why;

Talk about the identified problem, conflict,
singularities. Ask how can they overcome such
problem, or how could it be done in a different way;

Stimulate reflection; invite them to challenge the status
quo, to analyze different ways of reasoning. And;

Document findings. Always take notes, the quote
spoken, the actor involved, the situation it came out and
context it occurred.

As these activities’ result, we have identified actions from
project reflection, and an action plan was created.

VI. ACTIONS

Plenty where the actions we carried aong the study. Some
of them target not just the problems but foundation for future
actions. For example, problem |, Absence of Reflection,
without overcoming this barrier, probably once the study
finished they would stop the reflection and rethinking. For
that, one of the first actions was to introduce a Retrospective
Meeting to al the organizations in the sample, except for D
that dready used it. Each organization organized itsdf
differently as presented in Table 1.

TABLEII. REFLECTION MOMENT.
Org. Reflection Moment chosen by each Or ganization
Meeting after each important deliverable - end of
A implementation cycle.
Retrospective meeting after the sprint - two or three weeks
B sprint.
D Meseting after two sprints of a weeklong.
Meeting every milestone, monthly.
G Retrospective meeting in the end of every other sprint.

Another problem that we have faced was the Endless
Operation (1X). Only Organizations B and D were already
organized as projects. The problems effects were many. One
of the evidences for Organization G was an affirmation in a
meeting saying, “Today there are about four versions per
month or more. It is costly and takes too much time.” Every
organization reflected about their own project definition, such
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as. new product version; a product gap to be accomplish in
order to meet customer needs; a dice of time, two to four
weeks of work, with demands from several clients or several
systems; a new system module delivery to meet legal demand;
among others more traditional. Even though Organization B
was already organized as projects, the reflection regarding the
project concept was necessary due another problem, blind
capacity, the difficulty on coordinating outside project with
inside projects. The reflection included the higher
management, the operational director and some other leaders
that were senior employees. They were only organized timdy
(every 6 weeks a new official deploy), and the objective was
to synchronize with outside projects and the main strategic
goals. For that every two weeks they had their own "portfolio”
meeting and they initiated to prioritize demands that would
turn into projects. A few "outside small projects’ (gaps to
implant a product in a new client, legal demands, new
demands from a strategic client) could turn into one project. In
addition, a medium "outside project” (new product) could turn
into a few projects. For the higher management this was the
best result from our research.

In response to problem VI, all organizationsin the sample
reflected about the quality of their products and the return rate
(associated with number of requirements with bugs). Different
actions were conducted, although almost every team manage
to initiate or enhance their testing tasks and skills. Rethinking
the activities aready done about the product's qudity, some
organizations figure it out that they had no "done" concept for
their tasks and no success definition for their cycle or project.
Organization B found problems such as: “Deployment on the
client currently generates inconvenience to the elaborated
Project Plan. Several development and tegting activities are
carried out in the field and sent to the team impacting business
goal and the quality of the issued release”; and “team
member's activity were submitted on branch of the Project,
authorized by the PO, impacting activities and quality of the
product and project”. Some actions tried to address this
misuse of the process and practice.

In resume, the organizations engage on several cycles of
rethinking in order to “Enhance the product’s quality”, with
the following derivate actions related to test: new test
activities (A, F, G); work with product risk andysis (A, F);
using support analyst for testing (A, F, G); hiring or allocating
new test force (B, D); acquiring New tools — Testlink® (D).

Problem V, related to lack of productivity, had the most
unexpected and different actions. One of them was called
“Major changes in order to achieve productivity or cohesion
teams”. As an example, Organization B had a re-distribution
of the teams inside their room to sit together, reduce the noise
and facilitate the communication. Organization G had atotal
change in the organization's physical structure. Coming from a
single room with a hybrid profile (developer + support
analyst) to everyone, but the owner, to separate rooms and
separate positions. After four years, the devel opment team got
its own room and had only developing activities with three
people only, plus two open spaces. The senior devel oper, that
is also a small partner, took over the team management. One

3 http://testlink.org/



developer stayed in the support room, the only one really
divided in between teams (support and developer), but he
came to the room as demanded. The support team’s room was
divided with the owner, by afull brick-wall and some glass. A
huge task board was organized. In addition, 10 minutes break
every four hours to do whatever they want; better use of inside
phones and less yelling around, as well as a mobile phone
politics for a better-focused and productive group. In general,
the action was the definition of a good coexistence policy or
productivity policies, towards a productive team.

Many actions were executed facing the problems exhibit in
Table I. Always coming from a situation or problem and
aiming on overcoming it, such as: going from not knowing
what we are capable of and how much time is necessary to
accomplish some task, to estimative using complexity and
relative sizing; from living the problems to solving the
problems, from lack of behavior competence to
better leadership skills; from lack of visibility to a transparent
management system; and so on. Theories were used to present
during reflections section as posshble strategies and
techniques.

Each organization took at least three formal cycles (D and
F) to six cycles (B). In each cycle, different problems were
faced and dealt with. Feedback from the AR, was qudlitative.
We recorded the fedings of progress and evolution in all
problems reflected and treated. The most interesting ones
were:

B - “The Portfolio vison was the best action of all. We
can finally be predictable and we can finally give some
pre-visibility to our clients”.

D - “We had tried that once by ourselves and did not
work. We got more agile and threw away heavy-casted
process. You were our fairy godmothers”.

G - “Every time you came here we learned something
new or we gain some new perspective. We are more
organized and predictable now; we will try to keep the
reflection at least every other month”.

VII. CONCLUSION AND FUTURE RESEARCH STUDIES

The idea of this study from the beginning was to help
small software development organizations to achieve better
results, stay competitive, enhance teams’ competences and do
not let projects be predestined to fail or to lack of its potential.
In order to go beyond the “out of the shelf solutions”, action
research heps to empowered reflexive practitioners to rethink
the status quo and overcome their problems. We encourage a
management thinking that inspires different ways of
reasoning, reflecting and learning.

This paper presented the action research approach used as
a reflecting, adapting and learning tool in small software
devel opment organi zations in the northeast of Brazil. This step
was primordial to a larger research within the experimental
Software Engineering; aiming on understanding project
actuality, and how to support small organizations to engagein
reflection and learning even after the researchers have left the

50

research field. Our findings denote that Software Engineering
isall about reflecting and learning as a team.

This study empowered a few organizations and teams to
work as reflexive practitioners. Great changes happened after
a few cycles of action research. Although this research is
context dependent, we sure bdieve that ill leaves a great
opportunity for further work to improve small and medium
software development organizations, this large potential
market in Brazil.
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Abstract—This article presents the design of a smart pet care
system based on the slow intelligence framework for providing
pets with suitable living conditions that closely mirror their
natural habitat. By integrating heterogeneous information from
various sensing data, the smart environment-aware pet care
system can adaptively adjust the setting of temperature and
humidity that best fits for the pet through iterative slow
intelligence computation. Simulations of two case studies were
provided to illustrate the application of the proposed system for
pets such as snakes and dogs. The simulation results demonstrate
the feasibility of the proposed approach to the design of smart pet
care systems.

Keywords- Smart pet care systems; slow intelligence systems;
environment-aware software engineering

. INTRODUCTION

Unlike human health care systems, pet care systems
require more autonomous mechanisms to perceive and
respond to the changes of environmental conditions as pets are
unable to alert their caretakers if an anomalous condition
arises. As pets have their specific living conditions to thrive, a
pet care system for one species may not suitable for another.
Therefore, component reuse software architecture is beneficial
for the design of a pet care system.

Software reusability is essential and plays an important
role in building a scalable system from software component
reuse and integration. In this study, we proposed a component-
based software framework based upon slow intelligence
systems to integrate existing software components into self-
regulating and adaptive systems. A slow intelligence system
(SIS) is a general-purpose system characterized by being able
to improve its performance over time [1]. An SIS is
characterized by employing super-components, in the sense
that multiple components can be activated either sequentially
or in parallel to search for solutions. We have developed a
visual specification approach using dual visual representations,
and the user interface to design a component-based system
based upon the dual visual representations [2].

The proposed software framework emphasizes the design
of reusable software components so that the developed system
can be easily applied to various pets. To implement an
environment-aware system for pet care, an adaptive control
strategy that adopted the principles of slow intelligence
systems was proposed. The proposed environment-aware
system can sense and react on the environment accordingly to
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provide pets with a proper temperature and humidity setting
through continuous interaction with the environment by
evolutionary computation that carries out adaptive control
operations.

The caring system for a pet snake is different from the one
for a pet dog or a pet cat. To validate the proposed system is
appropriate for various pets, we used the dog care and the
snake care as two illustrative examples to demonstrate the
feasibility of the proposed framework for the application of a
smart pet care system.

The remainder of this article is organized as follows.
Section 2 introduces the framework of the proposed pet care
system. Section 3 describes the application of the proposed
framework for monitoring pet snakes and pet dogs. Section 4
provides simulation results and discussions. Conclusions are
drawn in Section 5.

Il.  THE FRAMEWORK OF SIS-BASED PET CARE SYSTEM

Considering the software usability and scalability, we
proposed a component-based software architecture for pet
care system design. The proposed framework, as shown in
Fig. 1, consists of eight software components, including
Universal Interface, SIS Server, System Interface, Alerter, Pet
Activities Monitor, Environment Sensor, Image Sensor, and
Image Processor.

Universal
Interface

A
g W
SIS Server
Pt
v

Pet Activities
Monitor

System

Interface

/ Image Sensor
"

H:i Pet Species
~ % Knowledge base

Fig. 1. The software architecture of the proposed pet care system.

Environment
Sensor

Alerter

2.1 Slow Intelligence System (SIS) Server

The SIS server is responsible for routing and processing
messages among components. When the SIS server accepts a
request message from a component, the message will be
processed and routed to the designated components by the SIS
server as responses. All request and response messages are



encoded in the XML format for usability across the Internet.
Some particular messages were defined for the SIS server to
execute specific operations. For example, messages Create,
Kill, and Activate are used to enable the SIS server to create,
kill and activate a user defined component, respectively.

2.2 System Interface (SI)

The System Interface component provides a graphic user
interface (GUI) for users to specify system properties,
including pet names, which e-mail address an alert should be
sent to, the thresholds used by Image Processor, and the
parameters required for reasoning algorithms. Note that this
component does not receive any messages from the SIS server,
and has no control logic inside it. It is only a GUI for users to
specify system properties. The properties set by this
component are stored in a shared database for other
components to access. Thus, there is no need to design extra
communication  between this component and other
components. If the user does not set the properties, default
properties will be used.

2.3 Universal Interface (Ul)

Universal Interface is used to simulate routing messages
among components. It is useful when testing the developed
system by observing routing messages. The user can enter a
message on the left panel, and observe the corresponding
output message on the right panel. Any message sent from one
component to another component will be displayed on the
right panel.

2.4 Pet Activities Monitor (PAM)

Pet Activities Monitor is designed to recognize pet
activities by analyzing sensor data from Environment Sensor
and Image Sensor. Different types of sensors require different
data processing. PAM consists of four units: a data preparation
unit, an image processing unit, an image recognition unit, and
a decision unit. The data preparation unit is to convert sensing
data to feature vectors. The image processing unit is to process
images captured from Image Sensor and perform feature
extraction for the image recognition unit, while the image
recognition unit is to recognize pet activities. The decision unit
is to make a decision of whether an alert needs to be sent to
the caretaker about an anomalous condition.

When an MSG 33 message is received by PAM, the image
processing unit will start to load the image captured from
Image Sensor and its timestamp described in MSG 33, and
perform specific activity recognition algorithms.

2.5 Alerter

The Alerter component is responsible for receiving an
MSG 38 message and sending an alert e-mail or text message
to the user to notify an anomaly is detected so that the user can
take action accordingly.

2.6 Environment Sensors (ES)

The Environment Sensors component is designed to read
and store all available sensor data, such as temperatures and
humidity for observing environmental conditions. In addition

to analog sensor readings, Environment Sensor also can
handle binary sensor data such as the status of limit switches.

2.7 Image Sensor (1S)

The Image Sensor component is designed to read and store
the image frames captured from the external camera. The
location where the camera is installed depends on the purpose
of applications. In the case of pet snake care, the camera could
be mounted atop the water bowl, while in the case of dog care,
the camera could be placed in a location where the dog can be
easily observed. When a new captured image is generated, a
message MSG 33 will be generated and sent to notify the SIS
server. The stored images are analyzed by the image
processing unit in Pet Activities Monitor. As the observed pet
may not sit near the server or may not even be in the same
building as the place where the pet lives, it is necessary for
Image Sensor to support different camera inputs, such as IP
cams and webcams for remote access.

IIl.  APPLICATIONS OF THE PROPOSED FRAMEWORK FOR
PET CARE SYSTEMS

3.1 Description of Pet Snake Care

Snakes are poikilothermic animals and require
environmental heat for various bodily activities. Although
commercially available snake Vivaria can provide a housing
enclosure with heating, water bowl, and covering, most of
them lack of sensing and adaptive temperature control
mechanisms for snake habitat monitoring, which can lead to a
severe injury to pet snakes when the heater malfunctions.

The ideal habitat for pet snakes is not only monitoring the
temperature on the hot side or the under tank heater to avoid a
thermal burn, but also on the cool side to prevent the
temperature from dropping too low. In addition, the humidity
of the environment must also be monitored and kept in a
proper setting. Even with these constraints, pet snakes still
need the temperature lowered or raised according to their
activities at all times, such as during shedding, after eating, etc.

The activity of a pet snake reveals some information about
its status. For example, if it goes into the water bowl, it usually
indicates the snake either wants to cool off or it feels sick.
Although the information of living environment can be
obtained by acquiring data from environment sensors, it is
insufficient to adjust the temperature and humidity properly
merely according to the sensor readings. As the proper setting
may vary depending on their activities. In order to observe
basic activities of a pet snake, an IP camera atop the water
bowl is used.

A pet snake needs a suitable enclosure and some
essential equipment inside the enclosure, like under tank
heaters, water bowls and environmental sensors such as
temperature and humidity sensors. The size and material of
the enclosure may vary from one snake species to another.
So does the equipment inside the enclosure. For example,
some small snakes become anxious when living in a big
space. The selection of the hardware equipment for pet
snakes needs domain experts and beyond the scope of this
research. Therefore, we assume the hardware enclosure as



well as the required equipment have already properly
decided and installed, and only focus on the design of the
software system for a smart pet care system.

3.2 Pet Activities Monitor for Snake Care

The Pet Activities Monitor component for pet snake care
contains the fuzzy inference engine and fuzzy rule base for
making a decision under uncertainty. The fuzzy decision starts
with sensor data reading from environment sensors and goes
through the fuzzification process. The inference engine works
with attribute values that have fuzzy memberships defined,
and produces a fuzzy output using max-min of inference. The
output values are then de-fuzzified to a crisp value by the use
of centroid de-fuzzification. The fuzzy rules and the
parameters of membership functions are specified by users
through the SI component.

Image Sensor provide the information of whether or not
the observed snake is drinking out of the water bowl or lays in
the water bowl by analyzing the captured image through
vision-based scene analysis. In this experiment, we used the
speeded up robust features (SURF) algorithm as an example
for snake head detection to detect whether the head or the
body of the snake is present in the water bowl and specified a
value between 0 and 1 for these two possibilities.

The training images were collected and manually
annotated for SURF feature descriptors. The SURF descriptors
are feature vectors describing certain sections of an image.
The image processing unit first computes the SURF feature
descriptors over all the training images for both drinking and
soaking. Fig. 2 shows two sample images with SURF feature
descriptors for a Python Regius drinking and soaking in a
water bowl. This is done to avoid re-computation of these
values for each image received. The rationale is that images
whose SURF descriptors match given thresholds are likely to
be showing the same object.

When an MSG 33 message is received, the image
processing unit will start to load the image and perform the
SURF algorithm to detect whether the head or the body of the
snake is present in the water bowl. If either of these are true,
the probability of there being a problem is increased.

3.3 lterative Slow Intelligence Computation

To determine an appropriate setting of temperature and
humidity, we adopted iterative slow intelligence computation
that contains four primitive phases, namely: enumeration,
adaptation, elimination, and concentration defined in slow
intelligence systems. A slow intelligence system is able to
observe and act on the environment to achieve adaptive
temperature and humidity control through the iterative
computation process.

St e ad L

Fig. 2: Sample images with SURF feature descriptors for a Python Regius
drinking and soaking in a water bowl.

In the proposed system, the possible combinations of
temperature and humidity settings are considered as candidate
control plans, which is the process of enumeration in slow
intelligence system. At first, a set of fuzzy rules was built
based on domain experts and was stored in the fuzzy rule base.
Elimination is the process of ruling out un-matched SURF
feature descriptors when comparing the query image with
training images. This makes the recognition process more
efficient as resources are only focused on matched descriptors,
which is a formation of concentration. The proposed system is
environment-aware by constantly interacting with the
environment. The setting of the under tank heater could cause
the changes of the temperature and humidity in the
environment, so an update of the setting according to sensing
data is required, which is the process of adaptation in slow
intelligence computation. In Fig. 3, The SIS framework is
shown where the circle and the timing control illustrates a
super-component of an iterative slow intelligence system [3].

4 Adaptation \
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Timing

Elimination
Control
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Fig. 3. The SIS framework where the circle and the timing control illustrates a
super-component of an iterative slow intelligence system

The information obtained from Image Sensor is integrated
with the information from Environment Sensor as data fusion
so that the procedures performed by Pet Activities Monitor



can decide if an alert should be sent or not. The procedures
performed by PAM are described as follows.

Step 1: When a captured image is loaded, the SURF
descriptors are computed on that image to identify
regions of interest in the image.

Step 2: The SURF descriptors are matched using the k-nearest
neighbor algorithm against the pre-computed
descriptors of every training image in the training set.
In this study, we set k = 1 to find the closest matching
descriptor and then compute the distance. That is,
each vector associated with each descriptor in the
captured image will be matched with one vector of
the set on each training image. The matched vector is
the one that has the least Euclidean distance.

Step 3: For each of the matched sets, the overall normalized
match strengths are computed. The cosine distance
between each of the matched vectors was adopted as
similarity measure.

Step 4. Those matches whose distance is greater than the
experimentally determined threshold are considered
as bad matches and are discarded. Note that this step
is critical as it will eliminate many bad matches, but
also preserve the good matches as the process of
concentration. The image containing the most
matches is used and the other image matches are
discarded.

Step 5: The count of matches for the final image above the
threshold value is input into a sigmoid function which
translates the number of matches into a probability
value to be used by the fuzzy inference engine inside
the Pet Activities Monitor component.

3.4 Pet Activities Monitor for Dog Care

Living in an excessively cold or hot space can make a dog
feel uncomfortable or even become life-threatening. Not all
dogs are created equal. Different breeds of dogs have different
hair coats. Breeds from cold climates usually have a downy
coats and are much better at conserving heat than at cooling
themselves. Therefore, the range of comfortable ambient
temperatures for dogs to live varies from one breed to another.
It is not the temperature but also the humidity that can affect
dogs’ health. If the humidity goes too high, dogs are unable to
cool themselves, leading to their temperature raising to
dangerous levels. As such, the best temperature and humidity
settings in the dog housing environment should take dog
breeds into consideration.

As the proposed system is designed in the framework of
component reuse, only the PAM component in Fig. 1 needs to
be modified for the design of a dog care system. Therefore, in
this section, we only describe the dog breed recognition
algorithm implemented in the PAM component. With this
function, the proposed SIS-based pet care system can
adaptively adjust the ambient temperature and humidity to a
suitable setting for the pet dogs according to their breeds.

The knowledge required for proper temperature and
humidity settings can be extracted and collected in the
knowledge base through interviewing veterinarians and dog

experts. The PAM component comprises of several distinct
classifiers and is integrated with the SIS Server to identify a
dog breed from the camera. The information flow for dog
breed recognition in the pet care system is shown in Fig. 4.
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Fig. 4. The information flow of dog breed recognition in the pet care system.

The dog face detection and dog breed recognition
algorithms are adapted from the Haar feature-based cascading
classifier [4] and the FisherFace classifier, respectively. To
process images rapidly and achieve high detection rates, the
integral image is applied to compute the features used by the
Haar feature detector. The Haar features are a set of directional
filters that consist of different combination of rectangles.
Based on the integral image, different sizes of Haar feature-
based filters can be used to detect the region of interest (ROI)
rapidly from the background in an image.

The sample dog images are adopted from the Stanford
Dogs dataset [5] which contains images of 120 dog breeds. Fig.
5 shows four sample images and their cropped normalized
images to a size of 70x70 pixels. This normalization is used to
avoid extremely weights and maintain numerical stability.

(b) normallzed images
Fig. 5: Sample images from the Stanford Dogs dataset

Fig. 6 shows that the eyes and nose of a Borzoi dog are
detected by two Haar feature filters and thus this sub-image
can be accepted for further processing.
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Fig. 6: Eyes and nose of a Borzoi dog are detected by Haar feature filters

As a particular case of ensemble learning, we generated a
cascading classifier by combining increasingly more complex
classifiers to allow background areas of the image to be
quickly discarded while saving computing power on more dog
face-like regions. As illustrated in Fig. 7, in the first stage of
cascade, we remove the most unwanted backgrounds by using
a coarse grained filter to favor speed. The last stage of cascade
is a fine grained filter which can handle more detailed object
features, then the detected result is passed to the FisherFace
classifier for performing dog breed recognition.

No Face Detected

Fig. 7. Schematic diagram of the cascading classifier

Based on the Fisher’s linear discriminant analysis, the
FisherFace is proved to be robust against variation in lighting
and facial expressions [6]. Fig. 8 shows three FisherFaces of
the dog images in Fig. 5 (b).
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Fig. 8: Sample FisherFaces of dog images

IV. SIMULATION RESULTS

In this section, we describe the simulation results of the
proposed approach by using the SIS testbed developed by the
University of Pittsburgh. This testbed is a platform designed
for developing SIS projects, and is available online at
http://people.cs.pitt.edu/~chang/163/interface/SequenceSIS.ht
m

4.1 Simulation for Pet Snake Care

Before activating the system, some information needs to be
specified as system properties through the SI component. SI
provides a graphic interface for users to determine pet names,

alert e-mail address, the thresholds for Image Processor, and
the parameters for the fuzzy inference engine.

The camera at the time of experiment was sitting on top of
the snake enclosure pointed down towards the water bowl, and
the Image Sensor component polls the camera every five
seconds for a new image. Once the image is acquired from the
camera, it is saved to a temporary location for further analysis.
The message MSG 33 is broadcast to the SIS system to
acknowledge that the image processing unit can begin
processing the image.

The Environment Sensor component reads sensor data and
broadcasts it to the system. In this experiment, we prepared a
file with sensor readings as sensor data for simplicity.
Environment Sensor repeatedly reads temperature data from
the file to demonstrate the function of Environment Sensor. In
the practical system, it would read from the real sensors.

The image processing unit begins processing images when
it receives the message which contains the path to the captured
image file from Image Sensor. The image has the keypoint
descriptors calculated over it, which are then matched with the
soaking and drinking data sets. After processing, it outputs
two probabilities (in bowl probability and drinking probability)
which are sent to Pet Activities Monitor.

The drinking probability and the in-bowl probability are
obtained from the result of the image processing unit, and are
used directly as membership values via one-to-one
membership function mapping. The membership functions for
the linguistic variables (warm, cold, hot) of temperature values
and the centroid de-fuzzification are illustrated in Fig. 9.

x
! temperature

10 20 30 40 S50 60 70 B8O 90 100 110
X

& warm & cold & hot

| action i

Membership
o
a3

o
B
L}

0.00 +
oo 01 02 03 04 05 06 07 08 08 10

X

|i action:0.00 (CenterOfGravity) ™ alert & noa\ertl

Fig. 9: The membership functions for evaluating temperature values and
centroid de-fuzzification

Pet Activities Monitor will send an MSG 38 message if an
anomalous condition exists. When an anomaly is detected,
Alerter will send an alert to notify the pet owner, if no
anomalous condition exists, the message MSG 38 will not be
generated. Note that the fuzzy inference engine waits until it
receives MSG 31 and MSG 34. To demonstrate the system, we



set the temperature to 80 degrees Fahrenheit and took an
image of a Python Regius drinking from the water bowl to
represent the captured image from Image Sensor, as shown in
Fig. 10. The drinking probability is obtained from Image
Processor, and indicates the drinking probability is 0.6 which
is higher than the in-bowl probability. Therefore, the system
detects the snake is drinking from the bowl.

When Alerter receives the message MSG 38 from Pet
Activities Monitor to indicate that the condition is anomalous
enough to warrant the user’s attention. When we check the e-
mail inbox of the e-mail address specified in System Interface,
we can find the email message describing that an anomaly is
detected.

) Last Capture

Fig. 10: The image used to represent the snake drinking from the water bowl.

4.2 Simulation for Pet Dog Care

Fig. 11 illustrates the information flow for the dog breed
recognition. In this experiment, we use dog images as the pet
dog in front of the webcam to demonstrate the effectiveness of
the proposed system. Once the system recognizes the dog, the
GUI will display the message contains the resulting dog breed
less than 1/20 second. The system is working at 20 frames per
second and can be adjusted according the hardware capability.
The program is implemented as a joint effort of Java, OpenCV,
Python, and C++ languages.
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Fig. 11: The information flow for the dog breed recognition.

In this experiment, seven photos from four dog breeds,
including the Eskimo, Shetland sheepdog, Borzoi, and
Schnauzer are examined. A snapshot of the experimental
results is shown in Fig. 12.

Fig. 12: A snapshot of the experimental results from a live demo.

V. CONCLUSIONS

In this study, a smart environment-aware pet care system
has been established for providing pets with suitable living
conditions by the fusion of heterogeneous sensors and the
iterative slow intelligence computation. The proposed
framework has component reuse and scalable features that
make the proposed system can be easily extended and
transferred to various pet care systems. The experimental test
was performed using the SIS testbed and has shown that the
proposed system could provide potential benefits for pet care.

While the system was currently developed in the
simulation stage, it demonstrated the abilities to detect
anomalous conditions and alert caretakers. The largest
obstacle to generalizing the system is the specificity of the
training image dataset required for the computer vision
routines to work accurately. The results of this study provide a
good case study in automatic caretaking which may have
implications for autonomous healthcare systems for other
animals. The scope of the system can be expanded by
incorporating with spatially distributed sensors to monitor pet
conditions and serve as a caregiver to manage the
environmental conditions, watch for particular behaviors, feed
pets and cooperatively pass messages through the network to
specified locations.
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Abstract—The dow intelligence system (SIS) technology is
a novel technology for the design of a complex information
system that is aware of the environment through multiple
sensors and capable of improving its performance over
time. In this paper we describe a practical slow intelligence
system test bed where super-components can be specified
to describe interactions among components. These super-
components are automatically transformed into time
controllersfor components so they can be managed by the
SIS test bed. We illustrate our methodology on personal
healthcare system design using this SIS test bed enhanced
with super-components.

Keywords- slow intelligence system, environment-aware
software engineering, super-component, SIS test bed,
personal healthcare system.

I. Introduction

The dow intelligence system (SIS) is a general-purpose
system characterized by being able to improve its performance
over time in iterative computation cycles through a process
involving enumeration, propagation, adaptation, elimination
and concentration. An SIS continuously learns, searches for
new solutions and propagates and shares its experience with
peers[1].

The dow intelligence system (SIS) technology is a novel
technology for complex information system design and a base
for Environment-Aware Software Engineering (EASE),
which is the methodology and practice to design and/or
improve a complex information system that is aware of the
environment through sensors and capable of improving its
performance over time in a changing environment. Such
complex information systems have the following
characteristics. connected, multiple sourced, knowl edge-based,
personalized, hybrid and prodigious.

The design of complex information systems faces the
following challenges. (1) the operating environment,
individual/collective user behavior and underlying technology
base of such complex information systems are constantly
changing; (2) there is never a stable and static solution for an
“optimal” complex information system; and (3) there are no
general techniques for the design of complex information
systems. We believe that the SIS technology can be exploited
to address these challenges.
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There are many interesting theoretical issues concerning the
design of dlow intelligence systems [1]. To make the SIS
technology useful to the practitioners, in this paper we
describe a practical test bed for Slow Intelligence Systems
enhanced with super-components, i.e.,, multiple components
that can be activated either sequentially or in parallel and have
complex interactions to search for better solutions.
Furthermore these super-components can be automatically
transformed into time controllers for components so they can
be efficiently managed by the SIS test bed.

This paper is organized as follows. Section 2 introduces the
essential characteristics of an SIS test bed enhanced with
super-components.  To illustrate our methodology, the
essential components and super-components of a personal
healthcare system are described in Sections 3 to 7.
Background for dlow intelligence system is presented in
Section 8. Further research issues and applications of the SIS
test bed to the design and analysis of sentient networks are
discussed in Section 9.

II. SISTest Bed with Super-Components

To design SIS-based systems, a practical SIS test bed is
illustrated in Figure 2.1. The SIS test bed is a component-
based software system. The center-piece of the test bed is the
SIS server responsible for specification/creation/management
of components and passing messages to/from components in
the test bed. Thistest bed isimplemented in Java and can run
either under Windows or in the Eclipse environment.

SIS Server
Uploader

Figure 2.1. A slow intelligence system test bed.

Time Controller

Web

The essential components of the basic SIS test bed include the
Graphical User Interface (GUI) to interact with the end user,
the InputProcessor to process input data from sensors and
transform them into XML formatted messages, the Uploader
to upload messages to the Internet, the Propagator to
communicate with other SISs to propagate information and the
S S operators suite (Enumerator, Adaptor, Eliminator and
Concentrator) to generate, adapt, eliminate and concentrate
solutions. For the advanced SIS test bed enhanced with super-



components, there is also a Time Controller to initiate and
control iterative computation cycles through guard predicates.

The control and management of heterogeneous sensors
requires a slow intelligence system with iterative computation
cycles so that different sensors with different characteristics
such as resolution, sampling rate, accuracy, etc. can be
monitored and properly dealt with. During each computation
cycle, the SIS operators suite is employed to optimize the
processing of application data obtained from the environment
through multiple sensors. The Time Controller determines the
invocation and timing of the components in the computation
cycles. A super-component is therefore a structured set of SIS
operators to perform the computation cycles under the control
of the Time Controller. A forma model of the computation
cycle is introduced in [10]. To specify and create a super-
component, a Create-Super-Component (CSC) message can be
sent to the SIS server. An example of the CSC message
structureis shown in Table 2.1.

Example: Super

MsgID:21 Description: Create Super Component component

specification example

Variables:

+ Passcode (Passcode of Administrator)

«  SecurityLevel gSecuri Level of Administrator)

+ Name (Name of created Component)

+ SourceCode (Source code file name of created Component)
« InputMsgID 1 (MsgID of first input message)

. 'I.;me)[s 1D k ng'gID of last input message)
+ OutputMsgID 1 (MsgID of first ouput message)

. aur[)ull\lsg]]) m (MsgID of last ouput messag? .
« Component Description (Description of created Component in PNML or UML)
+ Component Var 1 (Variable name 1 of created Component)

. Eomponeut Var n (Variable name n of created Component)
+ KnowledgeBase ame of knowledge base)

Table 2.1. The Create-Super-Component message structure.

In the above CSC message, the component description can
be in the form of a PNML specification (if the computation
model is a Petri net) or an XML document (if UML diagrams
such as sequence diagrams, etc. are employed). In Table2.2 a
simple example of a (partial) PMNL specification of a super-
component is shown.

After a super-component is formally specified (such as Table
2.2), the Time Controller and other components of the super-
component can be automatically generated from this
specification. As mentioned above the super-component is
controlled by the Time Controller, which sends messages to
the congtituent components to coordinate their execution.
When a computation cycle is completed, the Time Controller
decides whether to start another iteration of the computation
cycle, or send messages to other super-components (or
ordinary components) of the SIS system, depending on the
guard predicate.

Multiple super-components with their respective Time
Controllers may co-exist in an SIS system and interact with
one another. The SIS server enhanced by the SC transformer
isillustrated in Figure 2.2. All input messages except the new
message 21 to create super-component are sent to the original
SIS server. The new message 21 is processed by SC
transformer that generates the Time Controller and sends a
message 20 to SIS server to create the Time Controller
component.

Txml version="1.0" encoding="150-8858-1""=
poml-=

place 1d="P0"=

TAme™

value-TimeController=/value=

/mame=
initial Code= . B
value=C:\Users\\ Steve'\ Desktop! SISV amitialFile java=/value=
/mitial Code

endCode=

value=C:\\Users\\Steve!' Desktop!\ SISV endEile java=value
fendCode=

/place
p]a;:e_id="P1"' >

name=

value=T 1=/ value=

/place

place id="F2"=

name=
rane=T2=/value=

/place’
transition id="1001"=

name=
valne=T1toTimeController=value=
onentaton=

value=1=/value-=

{onentahon=

code=

uﬂﬁ. -\ Users'\ Steve' Desktop! SISV othercode java=/value=
{transition=

transition id="1002"=

HAme=

value=T2 ToTimeController=/valne=

onentation=

value=1=value=

/omentation=

code=

‘."“tﬂugg L\ Users\ Steve' Desktop! SISV othercode java=/value=
foodes

/ransition=
transition id="1003"=

nAme™
vale=TimeControllerToT1T2=vale=
onentation=
valne={=/valne=
{onentahon~
/transition=
/prml-=
Table2.2. A partial PNML specification.

Message 21 o

create Time
Super-component pl SC transformer # Controller
Iy
Input
message —P| Message 20 to cfeate

w regular component

_ Output
message

A p| SIS server
Message 20 and
other messages

Figure 2.2. A super SIS server.



To illustrate the practical application of this methodology, an
experimental persona healthcare system is shown in Figure
2.3. Although this is a specific application it nevertheless
exhibits many important characteristics of a complex
information system. Foremost among these characteristics is
that heterogeneous multiple sensors are constantly changing
due to technological advances or other reasons. Each monitor
in a persona healthcare system can be a ssmple component in
the simplest case, but more often than not it is a super-
component to perform iterative computation cycles for the
personal healthcare system. With our approach, the
specification and upgrade of a super-components due to
technological advances can be easily accomplished.

Blood Pressure

Monitor
Blood Sugar

Monitor

General Health

Monitor

SPO2
Monitor

Temperature

Temperature|

Universal

Sensor

Interface

Input Processor
Kinect
Sensor @
———

[ Internet
Monitor
Kinect
Monitor
| Ontine DB| |

Health

Sensors

SIS Server

Google
| [ ]I
Location Recommender
Monitor Engine
—

Maps APT
Figure 2.3. A personal healthcare system.

In the following sections we will describe the super-
components, monitors and other novel components of the
experimental personal healthcare system.

[11. Temperature/Blood Pressure Super -
Component

A persona healthcare system can assist a senior citizen who
may not be computer-literate to deal with various monitors.
For example, a Temperature Monitor can prevent a senior
citizen from suffering from freezing or burning temperatures,
and a Blood Pressure Monitor can monitor the person’s blood
pressure. With super-components, these monitors can
exchange messages and work together to determine whether
there is a need to send an aert message via the Internet to the
Emergency Management System (EMS) or the responsible
physician in case of an emergency. The situation is illustrated
by Figure 3.1, which is a sub-network of Figure 2.3. The
interacting monitors are in yellow color.

Once the SIS system is running, the GUI component is
launched and the temperature settings such as start-monitor-
time, end-time, refresh-time, high-temperature threshold and
low-temperature-threshold can be set or adjusted, as shown in
Figure 3.2.

(m@dﬁ«.&e‘\

. Monitor /
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e —
ut Processor )
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~ ™ SIS Server
v
Y

_eu
| o< ot _
|

r Internet

- ~Temy erature
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[ Ewat |
[ontize 5] |

- ———

Figure 3.1. Interactions among Temperature and Blood
Pressure Monitors.
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Send alert i temperature is higher than celsius: 35 =
Send alert if tlemperature i lower than colsius: 10 -
Close

send all samples [ send only alerts (=] 4

Figure 3.2. Temperature settings.

The Blood Pressure Monitor can then be launched to check
whether the person’s blood pressure is normal. In addition to
working individually, these monitors can work together as a
super-component to detect more complex conditions and
upload and send Complex Alert messages to EMS as shown in
Figure 3.3, where the email contains the alert message that
the blood pressure may not be normal perhaps due to therising
ambient temperature.

Complex Alert from BP_Component and Temperature_Component! Alert! Alert!

chronobot@ksiresearch.org FmE&ZA 16:19
WA sisfortest@outlook.com

SIS Alert!

The Patient's Blood Pressure is too high, it is possible because of the high rate of temperature increasing! please check !

Figure 3.3. Complex alert from Blood Pressure Monitor and
Temperature Monitor.

In Figure 3.4, the Petri-net description of a super-component
involving the Temperature Monitor and the Blood Pressure
Monitor is shown. The corresponding PNML specification can
then be transformed into Time Controller to coordinate the
interacting components.
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Figure 3.4. The Temperature/Blood Pressure super-component.

V. Kinect/EKG Super-Component

A Kinect monitor is a component that accepts a series of
messages from the Kinect sensor and sends out alerts to
certain components when an emergency happens. The Kinect
sensor and monitor together can detect and analyze motion
patterns such as a person’sfall (see Figure 4.1 and Figure 4.2),
and the fall detection algorithm is incorporated into the Kinect
monitor.

o

Kinect Explarer -

KINECT e

Kinect F

Figure 4.1. Skeleton figure of a person standing.

Kinect Explorer =L

KINECT om|

Figure 4.2. Skeleton figure of a person falling.

To achieve fall detection, we need to estimate the real-time
position of the person. Kinect SDK software based upon
Kinect sensor can track a person’s skeleton consisting of more
than 20 joints. Once we get a series of skeletons, we can easily
extract the coordinates of joints. A frame is generated for each
time interval, so we can calculate the difference between two
consecutive frames and the speed of movement.

In the experimental personal healthcare system, we try to first
track head movement and then estimate the positions of other
joints to detect the motion of a person and in particular the fall
of a person. When the position of the head cannot be reliably
estimated, we can dill use other available information to
detect the person’s movement pattern. We currently don’t deal
with multiple persons.

Fall detection alone is meaningless if it cannot be propagated
and acknowledged by other components. We can send this
information to the Uploader, which is the component
responsible for collecting information from al other
components and informing EMS and the physician in charge,
and possibly building a knowledge base aong the way. We
can aso send this information to other monitors responsible
for the monitoring of different type of sensors so that they can
make more accurate decisions. Likewise the Kinect monitor
can aso receive information from other monitors and work in
asimilar way.

As an example of such complex communication, if a
person falls and the Kinect monitor also receives alerts from
EKG monitor, it could mean this patient not only fell but also
suffered heart problems. An alert can be generated either by
Kinect monitor or EKG monitor or both, depending on the

messaging sequence.
V. Location Monitor
In this section we discuss a Location Monitor for the SIS

persona healthcare system, whose objective is to process the
information about the location of the person, to track the



person’s movements in real-time and to act accordingly in
case of an emergency.

Dementiais a broad category of brain diseases. The number of
patients, who suffer from dementia, is increasing in the United
States of Americafor the last couple of years. Thus the mortal
rate of fatalities, caused by dementiaisincreasing aswell. The
most common type of dementia is Alzheimer’'s disease. Some
of the other more popular types are vascular dementia,
Dementia with Lewy, Frontotemporal labor degeneration,
mixed dementia, Parkinson's disease and Creutzfeldt-Jacob
disease. One in three seniors dies with Alzheimer’s or another
dementia. The statistics shows that 15.4 million caregivers
provided an estimated of 17.5 billion hours of unpaid care,
valued at more than 216 billion USD in 2012 [2].

The physicians measure what they call Clinical Dementia
Rating (CDR), which changes between zero and three or more.
The first stage is called CDR =0. There is no impairment for
the patient at this stage. The next one is called Questionable
Impairment; the value of CDR for it is -0.5. The third one is
called Mild impairment and it is the last one, where the patient
is capable of taking care of himself/herself. The value for it is
1. At this stage the patient gets geographicaly lost. For all
CDR values beyond that point (2 and 3 — moderate and severe
impairment), the person should have a personal caregiver. On
the other hand, for all cases of CDR with value 1 or less, an
automated monitor, such as the Location Monitor, can take
over the responsibility of tracking the movements of the
person and his’her [ocation.

The Location Monitor communicates directly with four other
components of the SIS Personal Healthcare System — GUI
component, Input Processor component, Uploader and
Hospital Finder component. The Location Monitor introduces
four new messages to the system — GPS Reading, GUI
Address Request, GPS Coordinates Request and GPS
Coordinates Response. Location Monitor is using two
different APIs of Google, Directions APl and GmailAPI, to
provide the desired functionality. The developers of Google
Inc. provided a Javawrapper library for those APIs to be used.

Three basic scenarios involve the Location Monitor. The first
one is the supply of data about the current location of the
patient. The Input Processor receives the raw data from a
sensor, which typically is a smart phone, which has a GPS
receiver and some capability of reporting the data, obtained
from the receiver, back to the system — Wi-Fi connection,
GPRS, WCDMA, LTE or a combination of them. The Health
Sensor sends the raw information, marshaled in a Sensor Data
Input message. The Input Processor module processes it and
sends the information further to the Location Monitor. The
next scenario covers the case, when a physician sends the
destination of the person to Location Monitor, which starts
tracking the person. The third scenario involves the delivery
of the last location of the patient, known by Location Monitor,
to other components of the SIS system.
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Once the Location Monitor receives an Address Request
message, it contacts the Google Maps, using Directions APl in
order to receive a route for the person from his/her current
location to the destination, received in the GUI Address
Request message. The route contains a polyline, which is the
smoothened polyline, which pins the route on the map. The
Location Monitor tracks the location of the person for
deviations from the received predefined route in the following
way - upon every receiving of new location data information
(i.e. GPS Reading message), the Monitor determines if the
point, representing the received coordinates is within no more
than 0.2 miles distance from every rectangle, formed by two
consecutive points of the polyline of the route.

In case the location is outside the boundaries, the Location
Monitor sends a short text message (SMS) to the person,
informing him/her to stay where he/she is and letting him/her
know that the help is on the way. An aert message is also sent
to the uploader module and a mail is sent to the EMS and the
physician on duty.

The Location Monitor was tested in SIS test bed for the
Personal Healthcare system. The GPS Reading messages as
well as the GUI Address Request messages were emulated
with the Universal Interface component.

VI. Hospital Finder

Since there are an increasing number of sensors utilized to
monitor the health conditions of senior citizens in today’s
world, it is possible to receive aert messages instantly when a
person is in adangerous state. This Hospital Finder component
reacts to these messages by locating the person on the map,
providing directions from the nearest hospitals to the person,
and providing the contact information of these hospitals in
order to rescue the person in a timely fashion. This
component fits well with the rest of the Personal Healthcare
System, and provides a useful enhancement that could
potentially help save human lives. In what follows we will
explain the system model of this Hospital Finder component
and give an example of its operation using areal life scenario.
The following scenario will utilize the Location Monitor
component that monitors the person’s location when he or she
is out for a walk, and generates alert message 38 if the
person’ s route drastically changes in an unexpected way.

When the Hospital Finder component receives aert message
38, it quickly reacts and opens the map based Graphical User
Interface (GUI). The operator who is monitoring the person’s
health using the SIS system at this point knows that the person
isin an emergency state. The operator should be looking for
the closest hospitals to deliver help to the patient immediately.

The map-based GUI of the Hospital Finder component offers a
variety of ways of locating the person. In this specific scenario,
assuming the person has a GPS sensor with him/her, the
easiest way to locate the person is by clicking the “Acquire
GPS location” button. The other options include locating the



person (a) by address, (b) by coordinates, (c) by position on
the map and (d) by GPS coordinates and so on.

In order to place the person’ s location on the map, the operator
clicks the button “Acquire GPS location”. The person’s
location is immediately requested with message 47
(Coordinates Request). The Location Monitor component
receives this message and quickly sends the person’'s last
location reading from the GPS sensor back to the Hospital
Finder component. The incoming message 48 (Coordinates
Response) is handled by the Hospital Finder component by
populating the Latitude and Longitude fields on the map-based
GUI, and placing an icon of the person on the map:

———— =1 - |

Figure 6.1. The person’s last known location is displayed.

Now, since the operator has received the person’s location, he
or she can click the “Search” button next to the person’s
coordinatesto find the closest hospitals:
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Figure 6.2. Closest hospitals with routes are displayed.

When the search button is clicked, the GUI requests the three
nearest hospitals using the Google Maps Places API from the
Google database. When the locations are received, the
Hospital Finder component requests the directions from
Google using the Google Maps Directions API to get to the
person from these hospitals. As soon as the directions are
received, the Hospital Finder component draws them on the
map, and displays an information window above each one of
the hospitals stating the distance and the time that it would
take to get to the person from each hospital.

VII. Recommender Engine

The Recommender Engine for the Personal Healthcare System
is capable of making elaborate decisions and proactively
generate alert messages. This way, unwanted situations can be
avoided in which the person may be in a state of imminent
health deterioration. In what follows we will describe the
design of the Recommender Engine, and usage scenarios in a
real-life situation.

The Recommender engine waits for messages produced by
sensors and mediated by the InputProcessor. Specifically, in
its current state the Recommender Engine receives messages
from: (a) blood pressure, (b) blood sugar, (¢) EKG, and (d)
SPO2 sensors. In the event that the Recommender Engine
detects an imminent dangerous state, it produces aert
messages and disseminates them in the SIS system.

The different components inside the Recommender Engine are
as follows. First, the message parsing interface is responsible
for handling input messages and produce alerts in the SIS
network. The data transformation logic receives sensor data
and turns them into a binary form that is readable by the
recommender logic. The latter is responsible for building
prediction models in order to implement the prediction logic
needed for identifying dangerous situations in a proactive
manner. Finally, the Recommender Engine keeps an internal
storage module for storing user-defined Rules (conditions
under which an alert should be generated) and pre-computed
Prediction Models. Information are stored in the form of
tuples (records) so that the system is able to predict dangerous
situations.

The Recommender Engine works by using Collaborative-
Filtering Algorithms to predict users preferences. This
approach is more generic compared to the Context-based
approach of other recommendation systems. Hence, it can be
easily modified to work with different scenarios. The only
information to be stored should be tuples of the form:

user-id, item-id, preference

The user-id refers to a user showing interest (or a general
connection) for a specific object (item-id). The interest can
represent any kind of connection among two entities. For
instance, it can represent how much a user likes a product, or it
can represent that a user has had a characteristic represented
by a specific id (object). Preference models the intensity of the
connection of a user with an object. A preference can take
values from 1 to 5, but it can aso have a binary interpretation
if a binary recommendation system is needed (i.e. yes or no
answer). By forming the data accordingly, one can
approximate any kind of situation and have the Recommender
Engine produce successful predictions.

The Recommender Engine can be used when we need to
predict dangerous situations for people. For any person we
have sensor input for blood pressure, blood sugar, SPO2 and
an EKG. The Engine's responsibility is to combine readings



from the aforementioned sensors, and by consulting user-
defined rules, produce alert messages to the system. The
Apache Mahout library (http://mahout.apache.org), which is a
complete framework for recommendation systems, is used in
implementation. Three scenarios are presented, each using
different rules:
1. A patient isin alert if blood pressure and blood sugar are
in near-dangerous levels.
2. A patient isiin aert if blood pressure and SPO2 levels are
in near-dangerous levels.
3. A patient is in alert if blood pressure, blood sugar and
SPO2 levels are in neardangerous levels.
The Alert message produced by the Recommender Engine has
the following form:
Name Value MsgID 64
Descriptiom Recommender System Alert
AlertType Recommender Alert
DateTime Current Date (i.e. “ 2014-10-30 15:05:10")

VIII. Related Work

The slow intelligence approach was first proposed by Shi-Kuo
Chang [1]. In this section we will briefly review recently
published papers in this area. The visua specification of
component-based Slow Intelligence Systems is described in
[3]. This work introduces the visual description of super-
components by Petri nets or other UML diagrams. It provides
the foundation of the present work. Component-based Slow
Intelligence Systems has been applied to many areas,
including socia influence analysis [4, 5], topic and trend
detection [6], high dimensional feature selection [7], image
analysis [8], swimming activity recognition [9], and most

recently pet care systems [10] and energy control systems[11].

In [10] the notion of an abstract machine for computation
cycle was introduced. Our current approach is based upon it.

IX. Discussion

The super-component transformation algorithm can be
extended to handle parallel/distributed processing of super-
components in  multiple computation cycles. At the
implementation level we introduce one additional pair of tags,
<paralel> and </paralel>, into the pnml specification to
signify levels of parallel computation. Therefore the SC
tranglator will append the super-component type as the suffix
to the message that this transition represents. For example if
the original message id is 1002 and a super-component
<paralel> 03</parallel> is specified inside the related pair of
transition tags of message 1002, then this message will
become 1002.03. We can extend this technique to define
messagetype. SCsubtype.SCtype and so on, so that messages
are exchanged at different levels. At the theoretical level, we
envision complex information systems as iterative slow
intelligence systems with multiple and interacting computation
cycles. In Wiener's Theory of Generad Resonance, he
envisioned the interaction of multiple computation cycles. We

can call such general systems Sentient Nets. With the above
proposed different levels of computation cycles and messages,
we propose to continue the investigation of the properties of
such general systems.
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Abstract — This paper introduces an Adaptive Context Aware
Recommender system based on the Slow Intelligence approach. The
system is made available to the user as an adaptive mobile
application, which allows a high degree of customization in
recommending services and resources according to his/her current
position and global profile. A case study applied to the town of
Pittsburgh has been analyzed considering various users (with

different profiles as visitors, students, professors) and an
experimental campaign has been conducted obtaining interesting
results.
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L.

Recommender Systems represent a meaningful response to the
problem of information overload since the mid-1990s [28]
when early works on this topic have been proposed. The aim
of such systems is to predict user’s preferences and make
meaningful suggestions about items that could be of interest
[29]. In literature, there are various approaches for
recommending systems. In the content-based approach, the
system recommends an item to a certain user relying on the
ratings made by the user himself for similar items in the past
[26]. In recent times, some improvements, such as a deeper
user profile analysis [33] and the use of probabilistic methods
[35], have been introduced together with some attempts to
apply the content based approach to multimedia data [23, 18,
24]. However, a critical drawback of this approach is
overspecialization, since the systems only recommend items
similar to those already rated by the user. Another interesting
approach is the collaborative filtering [1]. In this case, the
recommendation is performed by filtering and evaluating
items with respect to ratings from other users [33]. Ratings can
be attributed in different ways and collected by explicitly
asking users or implicitly tracking their actions [2]. Two basic
methods, passive and active filtering, are exploited for
filtering and recommending items together with nearest
neighbor techniques [27, 21]. An important limitation of
collaborative filtering systems is the cold start problem:
situations in which a recommender is unable to make
meaningful recommendations due to an initial lack of ratings.
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A particular kind of collaborative approach is the collaborative
competitive filtering that aims at learning user preferences by
modeling the choice process in recommender systems [34].
Content-based filtering and collaborative filtering may be then
combined in the so-called hybrid approach that helps to
overcome limitations of each method [30]. In general, a
recommendation strategy should be able to provide users with
relevant information depending on the context [15, 19, 20]
(i.e. user location, observed items, weather and environmental
conditions, etc.) as in Context Aware Recommendation
Systems. In the Contextual Pre-filtering techniques context
information is used to initially select the set of relevant terms,
while a classic recommender is used to predict ratings. In
Contextual Post-filtering approaches context is used in the last
step of the recommending process to contextualize the output
of a traditional recommender. An important improvement for
traditional recommender systems is in the possibility to embed
social elements into a recommendation strategy [38]. In fact,
the great increase of user-generated content in social networks,
such as product reviews, tags, forum discussions and blogs,
has been followed by a bunch of valuable user opinions,
perspectives or tastes towards items or other users, that are
useful to build enhanced user profiles. In such context,
customer opinion summarization and sentiment analysis [39,
13] techniques represent effective improvement to traditional
recommendation strategy, for example by not recommending
items that receive many negative feedbacks [38]. Indeed, a lot
of attention is nowadays being payed from vendors to
consumer’s voices because of the great influence they may
have on the opinions and decisions of others [32] and some
companies already provide several opinion mining services
(e.g., Amazon, Epinions, etc.). In recent times, some works
have been proposed to extend traditional collaborative filtering
with the use of sentiment analysis techniques, thus providing
effective improvement to system performances [22]: most of
them make use of Part Of Speech (POS) tagging techniques
and aim at refining standard collaborative filtering ranking
outcomes in terms of numerical scales to take into account
user community opinions. The work in [31] proposes a
recommender system for movies that combines collaborative
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Figure 1 System architecture

filtering with sentiment: here sentiment classification is
performed through both Naive Bayes classifier and
unsupervised semantic orientation approach. Given this
scenario, we propose a Recommender System based on the
Slow Intelligence Approach [10]. The Slow Intelligence
System is a general-purpose system characterized by being
able to improve performance over time through a process
involving enumeration, propagation, adaptation, elimination
and concentration. A Slow Intelligence System continuously
learns, searches for new solutions and propagates and shares
its experience with other peers. Slow Intelligence Systems
typically exhibit the following characteristics:

- Enumeration: In problem solving, different solutions are
enumerated until the appropriate solution or solutions can be
found.

- Propagation: The system is aware of its environment and
constantly exchanges information with the environment.
Through this constant information exchange, one SIS may
propagate information to other (logically or physically
adjacent) SISs.

- Adaptation: Solutions are enumerated and adapted to the
environment. Sometimes adapted solutions are mutations that
transcend enumerated solutions of the past.

- Elimination: Unsuitable solutions are eliminated, so that only
suitable solutions are further considered.

- Concentration: Among the suitable solutions left, resources
are further concentrated to only one (or at most a few) of the
suitable solutions.

In the next paragraph, the general architecture of the
recommender system is introduced and each module is
described in details. In particular, the Context Aware Module
and the Content Dimension Tree (CDT) approach is described.
An example scenario and an experimental campaign close the

paper.
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II. A FRAMEWORK FOR CONTEXTUAL RECOMMENDATION

BASED ON A SLOW INTELLIGENCE APPROACH

In this section, the System Architecture is introduced and
described. Four modules compose the system: the context
aware module, the recommender system module, Re-Ranking
Module Based on Sentiment Analysis and the Re-Ranking
Module Based on User Features. The architecture, depicted in
figure 1, reflects the Slow Intelligence approach; in particular
the context aware module and the recommender system
module implement the adaptation and the enumeration phases,
the Re-Ranking Module Based on Sentiment Analysis
implements the propagation phase, the Re-Ranking Module
Based on User Features implements the elimination phase. A
“Contextual App” implements the concentration phase. In the
following paragraphs more details about the various modules
will be given.

A. The Enumeration and Adaptation stage

This stage aims at defining the user’s problems and the main
strategies that have to be pursued for solving them. The
combination of the Context Aware Module (CAM) and of the
Recommender system can implement the Adaptation and the
Enumeration phases. In the following paragraphs the two
modules will be described:

1) The Context-aware module(CAM)
The purpose of this module is to provide a mechanism of
dynamic and automatic invocation of services according to the
context[11]. Since the purpose of this module is to deal with
contextual changes that occur at runtime, there should be a
mechanism that is concerned with the choice of the item to be
invoked during the execution of the specific instance of the
program, instead of associating a specific and concrete item to
every activities in the design phase. Dynamic invocation of



items is implemented by context aware module configuration,
in response to a user abstract request and according to the
measured parameters at runtime. The concrete item to be
invoked is chosen during the execution of the application. In
general, we can divide the CAM module in two submodules:
the High Level and the Low Level modules. The first one
defines the problem and the resources or service at a high level
of abstraction, while the second one gives the resources that
contains concrete items or services.
The inputs of CAM are:

*  Contextual Information: the user’s position, which is
collected from GPS sensor.
Resources: all the resources that can furnished in
each context. The resources are identified by the
definition of a Point of Interest.
User Profile: user’s information, which are collected
during the registration phase, e.g. user interests.
Context Dimension Tree [3,4] is a model used to
represent context in an extensible and orthogonal
way, using the SW-1H method. We realize a generic
CDT, named Meta CDT, for all possible contexts and
a specific CDT on the basis of the resource user
choice.

For representing the scenario, the Context Dimension Tree
(CDT) model shown in Fig.2 was used: the structure consists
of two different types of nodes - the black nodes, which
describe the context dimensions, i.e. the different points of
view from which the system's situation can be observed, and
the white nodes which describe the values that constitute the
context; each node has a label with the name of the
corresponding node. The CDT has a special white double
circled node that represents the root of the tree. In addiction,
each leaf of the tree is a value node and they may feature
parameters. The parameters are described by a white square
and they are used as special filters helpful when a value has
many instances.

root (O
WHERE WHQ. 'WHEN, How WHAT WHY
Location Role Time| Situation Interest Utilization
uuuuu ss
! emergency () routine ()
SlocationID wser () (administrator O
other
SuserlD  $administratorlD study art food fun
administrative  sport religion seful
services services

Figure 2 A Meta CDT example

This way of representing the context through the CDT allows
the designer to characterize the relevant aspects of the
considered scenario and to choose the dimensions and values
of the tree in a correct way. It is important to underline how
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the hierarchical structure of the CDT allows the description of
the context with different levels of abstraction and granularity.
The output of CAM High Level is:

* Contextual Resources: all the resources that can
furnished in a specific geographical area. User will
choose a specific resource.

The input of CAM Low Level is:

* Resource: resource selected by user.

When the user chooses a resource, in CAM Low Level block,
we know Location Dimension and we have a specific CDT
with information associated to resource useful for representing
current context and providing contextual services. The output
of the system is a set of contextual items of current resource.
CAM module follows a methodology consists of three phases.
Methodology has been realized in order to define all relevant
contexts for the considered application, in order to provide
contextual services managing database and performing
reductions of their content based on the context.

Design phase of contexts tree requires the design and
use of CDT to represent and identify significant
elements of context.

Objective of definition phase of partial views is to
identify each element of the context, then the value of
each top dimension (child black node of root).
Composition phase of views generates the global
view associated with each context, which is made
from union of partial views. The objective is to
obtain a valid and specific query for the current
context.

Then, it will be possible to interrogate the system in
order to obtain the corresponding contextual items.

2) Recommender System

The developed recommender system is a content/service
recommender system able to recommend a list of objects
(contents or services), given the user profile and the contextual
resource to which the objects belong. It can also dynamically
update user profile. The resource is used for customizing our
general recommender system to a particular, domain specific,
recommender system. A resource can be a Cinema, a
Museum, etc. The CAM sends to recommender system an
identifier of the resource and through it the recommender
system can recover, from a configuration database, some
parameters that allow personalization of general recommender
system in a domain specific way. In particular, every domain
of interest has a specific database storing local informations
and the similarity files, on objects of the domain, are
generated once from a sub-system created ad hoc, as discussed
later. CAM sends to recommender system also the user
identifier. In fact, CAM maintains an high level user profile,
with many interests for different domains, the recommender
system instead maintains a low level user profile with specific



interests for the domain. These last interests are obviously a
subset of the first. The proposed recommender system is
actually an hybrid recommender system that has common
features with Content-based and Collaborative systems. In
particular it considers:

User Similarity;

Object Similarity;

Users behaviour in the system;
Users history.

We will now discuss each aspect in more detail.

User Similarity
User profile is used for clustering users and then creating

groups of similar users. The clustering here is based on
Jaccard Similarity [37] performed on user’s interests for a
specific domain. The interests for each user are represented
through a binary vector. User similarity is a first important
aspect to compute since it is fundamental for the calculation of
the global browsing matrix, whose elements contain the ratio
of the number of times object o; has been accessed by any user
immediately after o; to the number of times any object in O
has been accessed immediately after o;.

Object Similarity

Object similarity is based on high-level information of the
contents/services to recommend. A sub-system computes
similarity indexes between objects through Wu-Palmer’s
metric[2]. For every domain there is a taxonomy, describing
the most important features of the objects, that allows objects’
comparison. The used metric allows to compute a similarity
matrix (similarity files that are generated off-line). The object
similarity is very important not only for the evaluation of the
candidates but also for the location of the set of good
candidates for recommendation.

The proposed recommender system is however independent
from the way of computing the object similarity, so the sub-
system designed, using taxonomies, is only one of the possible
ways for computing object similarity.

Users behaviour in the system and Users history
The recommender system uses differents
maintain users behaviour and users history. In particular, the
following matrices are defined:

structures to

local Connection matrix. Its generic element is
defined as the number of times the object o; has been
selected by user u; immediately after o;.

global Connection matrix. Its generic element is
defined as the number of times object o; has been
selected by any similar user immediately after o;.
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User’s history and behaviour are stored and retained in the
local Connection matrix, where the occurrences and the order
of what user prefers are stored. The global Connection matrix,
instead, is used to retain dynamically the general behaviour of
the similar users in the system. User profile is updated through
the observation of the behaviour of the user in the system and
by inferring the interests associated with chosen objects.
Practically we analyze the local Connection matrix and when a
generic element goes over a certain threshold, we analyze the
related objects. From these objects, the related interests are
extracted and user profile is updated. So we obtain implicit
feedback from user’s behaviour in the system. Now that we
have a complete view of the system, we can summarize the
process of the recommendation. The CAM module enumerates
some recommendable objects to the recommender module
starting from the user position. For each object, the most
similar objects are obtained from the similarity matrix and the
system adds all the objects o; that have been selected by user
in two steps after o;, the ‘init’ objects. On this set a ranking
vector is calculated, based on global browsing matrix and
similarity matrix through Power Method’s invocation. Finally
from the ranked list of objects, obtained after this step, the first
50 objects are selected as recommendations for the current
user.

B. Propagation stage

This module aims to involve the experience of other peers in
the resolution of the problems. In particular, various policies
can be defined (for example: the system can consider only
peers that have profiles similar to the user, or with similar
interests). For the selection of point of interests and resources,
we consider only those having good reviews from users with
similar profiles. This result can be obtained by the use of a
module based on the sentiment analysis approach. In
particular, this module can work on reviews that can be
collected from Tripadvisor, Facebook or Twitter.

At the end of this stage a list of re-ranked resources/services is
obtained.

1) Re-Ranking Module Based on Sentiment Analysis

This subsection describes the proposed methodology for the
sentiments’ extraction from user comments/reviews and its
integration in the proposed recommendation strategy.

In particular, the used sentiment extraction technique is an
improvement of the approach presented by some of the
authors in a previous work [5], where the Latent Dirichlet
Allocation (LDA) has been adopted for mining the sentiment
inside documents. In our view, the knowledge within a set of
documents can be represented in a compact fashion by the use
of a complex structure: the Mixed Graph of Terms (mGT).
This graph contains the most discriminative words and the



probabilistic links between them. More in details, we define a
structure made of weighted word pairs, which has proven to be
effective for sentiment classification problems as well as text
categorization and query expansion problems [7, 8, 9]. The
main reason of such discriminative power is that LDA-based
topic modeling is essentially an effective conceptual clustering
process and it helps discover semantically rich concepts
describing the respective affective relationships. Using these
semantically concepts, that contain more
relationship identify the
messages, it is possible to accurately discover more latent
relationships and make fewer errors in the predictions. The
mGT is built starting from a set of comments belonging to a
well-defined knowledge domain and manually labeled
according to the sentiment expressed within them. In this way
the mGT contains words (and their probabilistic relationships)

rich useful

indicators to sentiment from

which are representative of a certain sentiment for that
knowledge domain. The LDA approach allows to obtain an
effective graph by using only few documents. A mGT graph
includes two kinds of nodes: the aggregate roots nodes,
defined as the words whose occurrence is most implied by the
occurrence of all other words in the training corpus, and the
aggregate nodes, defined as the words most related to
aggregate roots nodes from a probabilistic point of view.
In [5] the LDA approach and the mGT formalism have been
used for the detection of sentiment in tweets. The approach
aims at using the mGT, obtained by LDA based analysis of
tweets, as a filter for the classification of the sentiment in a
tweet. The sentiment extraction is obtained by a comparison
between document and the mixed graph of terms according to
the following algorithm:
* Input of the algorithm:
— A set of comments, reviews about items or social posts;
— The sentiment oriented mixed graphs of terms mGT+ and
mGT— obtained analyzing the (positively and negatively)
training comments;
— An annotated lexicon L.
* Qutput of the algorithm:
— The average probabilities P + and P — which express the
probability that a sentiment, extracted from the set of
comments or posts, is “positive” or “negative”.
* Description of the main steps:
1. For each word in the mGT+ and the mGT— their
synonymous are retrieved through the annotated lexicon L.
2. For each comment c; the probabilities P and P are
determined as:

pH/- :(A+B+C+D)

Ci 4
A being the ratio between the sum of occurrences in the
comment of words that are Aggregate Root Nodes and the
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total number of the Aggregate Root Nodes in the
(positive/negative) mGT; B the ratio between the sum of
occurrences in the document of words that are Aggregates
Nodes and the total number of the Aggregates Nodes in the
(positive/negative) mGT; C the ratio between the sum of the
co-occurence probabilities of Aggregate Root Nodes pairs that
are in the document and the sum of all the co-occurence
probabilities of Aggregate Root Nodes pairs the
(positive/negative) mGT; D the ratio between the sum of the
co-occurence probabilities of Aggregate Nodes pairs that are

in the document and the sum of all the co-occurence

in

probabilities of Aggregate Nodes pairs that are in the
(positive/negative) mGT; 3. For each item the probabilities P
+ and P — are determined as:

pr=y

4

2.

14

+

A
num_of _comments
F;

num_of _comments

p-

C. Elimination

This module aims to find the best resource/service according to
some contextual features that characterize the user. In this
phase, we propose to maintain a global resource/service quality
table that keeps tracks of the quality of all resources/services in
different aspects (e.g. service quality, price, transportation etc.)
and a top-k function for each user so as to reflect his/her own
preferences. Based on the quality table and the top-k function,
each resource/service input of this module is ordered based on
its top-k score. Furthermore, the user is asked to offer feedback
after visiting the resources/services. Then, the top-k function is
refined based on the feedback. More details will be presented
below.

1) Global Resource Quality Table

The global resource/service quality table contains scores of all
resources/services in all pre-defined aspects. It reflects the
quality of resources/services. The value of each aspects is the
median of all feedbacks from all users. Median Voter
Theorem states that setting the value to be the medians of n
feedbacks can satisfy most people in the population, where n
is the population size. We believe that a value that can satisfy
most people can truly reflect the quality of a resource. Hence,
when the number of feedbacks increase along with time, the
global resource/service quality table can gradually reflect the
true quality of resources/services. For example, the global
resource/service quality tale below contains 3 resources and 4
aspects (score of each aspect ranges from [0-10]). The input
order is not part of the table. It is given as the input of this
module.



Resource Service. Price | Transportation | Content Input
Quality P) (T ©) Order
Q) 10)
Carnegie 9 10 1 5 2
Museum
Botanic 9 5 9 2 1
Garden
Cathedral of 2 3 8 7 3
Learning

Table 1: Global Resource/Service Quality Table

2) Top-k Function and Top-k Score

The top-k function is a personalized function which reflects
the preference of a user. It takes into account all aspects in the
global resource/service quality table and the input order.
Hence, the number of coefficients of the top-k function is the
number of aspects in the global resource quality table plus 1
and the sum of all coefficient equals to 1. Initially, all
coefficients have the same value.

For example:

f=ax8Q + bxP + cXT +dxC + exIO_Score

where a,b,c,e,e are coefficients and a + b + ¢ +d + e=1.
For a new user, we assume that a=b=c=d=e=0.2.

The top-k score of a resource/service is computed based on the
top-k function, every aspect of the resource/service, and the
input order of the resource. The input order score (IO_Score)
is computed based on Definition D1.

Definition D1 [Input Order Score]: IO_Score is defined as:

10— (i —1) for |R| <10

IO_score= 1061

[R|

10 — [: ] for |R| > 10

where |R| is the size of resource/service input and I is the input
order (/0 in Table I).

All input resources/services are ordered base on their top-k
scores (high to low) and top-k resources/services are returned
to users.

3) Update of Top-k Function based on User Feedback
After the top-k resources/services are sent to the user, the user
is asked to offer feedback to the system. The user can choose
to offer feedback of any aspects of any resource/service to this
module. Based on the feedback, this module computes the
difference of each aspect between offered feedback and values
in the global resource/service quality table and average the
difference for each aspect. We propose to increase/decrease
the top-k coefficient based on the average difference. We first

recomputed the value of aspects that needed to be refined

avg.diff
10

all coefficients so as to make their sum to be 1.

using this formula- xcoef ficient. Then, we normalize
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D. Concentration

This module aims to shows the outputs obtained from the other
khmodules of the system. In particular, by this module the user
can interact with the personalized services and resources. In
this scenario, the concentration module has been built as a
mobile contextual app that collects the outputs of the others
modules and offers them by a friendly interface. The main
feature of this app is that for each user it shows the ability to
change services and contents depending on the context in
which he/she is located. The app can also send information to
the other modules that can update their information and refine
the selected contents and services.

III. EXAMPLE SCENARIO

In this paragraph an example of how the proposed approach
works is provided. Luca is a researcher and he is going to
Pittsburgh for a two days business trip. During his spare time
in Pittsburgh, he wants to visit some places. He has on his
smartphone the contextual app that implements the Adaptive
Contextual Recommender System approach. When he arrives
at Pittsburgh, the app collects his current location and sends
this information to the server. According to his profile, the
Context Aware Module (CAM) retrieves a list of possible
domains of interest from the context’s database. In other
words, the Context Aware Module selects a set of the possible
domains that can be interesting for the user in a certain
context. In this case, for example, if Luca has interests in
nature and history the system will furnish resources that are
linked to these domains. If Luca selects “Nature” the system
will furnish all the resources that are related to this domain
(e.g. Parks, Museums, Historical Buildings). At this point
Luca can select Museum and the Recommender Module
returns a list of resources or services related to this topic (e.g.
Carnegie Museum of Natural History, the Heinz History
Center, a booking web-site and so on). Luca can reorder the
list of resources by the use of the sentiment analysis module.
In this case the resources and the services selected by the
recommender system can be re-ordered according to the
sentiment retrieved in internet about them. In particular, the
sentiment analysis module collects posts related to the selected
resources from the famous social network “trip advisor” or
from their official web sites. The SIS module receives the list
of recommendations from the sentiment analysis module and a
top-k function of Luca is used to re-rank the result of all
recommendations from all domains. The top-k function
reflects Luca’s needs and preferences, and it is updated
gradually based on Luca’s feedbacks. The top-k score is
computed based on Luca’s current top-k function and a global
resource score table, which is updated according to users’

feedback of recommendations. Given the list of
recommendations, Luca’s top-k function
y=0.8*worth_visit+0.2*price reasonable, and the global

resource score table, the SIS module computes the top-k



scores of all resources in all domains and return

recommendations to Luca.

IV. EXPERIMENTAL RESULTS

For the experimental stage, 50 user profiles have been
considered. Each user profile is defined as a vector of interests
and can be dynamically updated according to user choices or
feedbacks. The following set of possible interests has been
considered: study, sport, courses, administrative services,
transport, religion, food, useful services, fun. In our
experimental campaign, we assumed profiles to contain at
most three main interests. We identified about 126 geo-
localized resources and services in Pittsburgh area, grouped in
29 points of interests such as: Cathedral of Learning, Sennott
Square, Restaurants area, Petersen Events Center, The Pitt
Shop, Barco Law Library, Holland Hall, Carnegie Museums,
Carnegie Mellon University, Phipps Conservatory and so on.
Depending on user profile and position, the CAM module and
the Recommender System module provided a set of ranked
results corresponding to recommended services or resources
for each user. This ranking has been first refined by the
sentiment analysis module and then the top-50 results for 50
users were given as input for the Elimination module. We
assumed the global resource/service quality table to contain 4
features - service quality, price, transportation, and content,
and they were all initialized to 7/10. Every features of the top-
k function of all users was initialized to 0.2 (There are actually
5 features- service quality, price, transportation, content, and
input order). Before we generated the top-5 result for all 50
users, we modeled the evolution process of the SIS module:

1. We defined a set of high quality services.

2. We randomly generated feedback from a user.

3. The randomly generated value was discount by 30% if the
service was not in the high quality service set.

4. Then, the global resource/service quality table and top-k
function of the user were updated based on the feedback.

5. We did this for all 50 users and repeat 2-4 for 30 times for
all 50 users.

By doing that, we could model the randomness of user
feedback while still penalizing poor quality services/resources.
After that, top-5 results for 50 users were obtained by using
results from recommender module and the current global
service quality table and top-k functions in the Elimination
module.

Relevance assessment was made by 150 students from the
University of Salerno grouped in 50 sets (one for each
profile): each student in a group assigned a binary relevance
level to each of the top-5 retrieved results for the given profile;
in this way, the relevance of each item was assessed through a
majority vote rule. Once relevance levels have been assigned
to the retrieved results, information retrieval performance
measures were used to assess the quality of system's output. In
particular, precision@5 (Fig.3), average precision and
standard deviation on precision values for different profiles
were calculated as shown in Table 2.

Precision@5
100,00%
90,00%
80,00%
70,00%
60,00%
50,00%
40,00%
30,00%
20,00%

10,00%
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484950

0,00%

12345678 910111213141516171819202122232425262728293031:

Figure 3 Precision@J5 for each user profile

Average Precision@5 Standard Deviation

80,40% 16,41%
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Table 2 Global performance evaluation

V.

In this paper, an original approach to recommendation has
been introduced. In particular, the proposed system is based on
the Slow Intelligence Approach and integrates methodologies
as the context aware approach and the sentiment analysis. The
CDT formalism has been adopted for the context
representation and a real case has been investigated
developing a Contextual App for the Pittsburgh city. The
results obtained by the experimental campaign are satisfying
and show the good perspective of this kind of approach.
Further developments involve the application of the proposed
approach in various contexts and an improvement of the
recommender approach according to an effective collaboration
approach thanks to a closest integration with the most
important social networks.

CONCLUSIONS
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Abstract quality. Both methods and the supporting tools [1, 2, 3]
were developed by the University of Tennessee Software
It is known to be inherently more difficult and labor- Quality Research Laboratory (UTK SQRL). Although work
intensive to functionally test software applications that em- has been done in the past to combine these methods together
ploy a graphical user interface front-end, due to the vast [8, 7, 9], it remains application and problem specific to work
GUI input space. We propose an automated testing frame-out a seamless integration from original requirements to
work for functional and statistical testing of GUI-driven ap- fully automated statistical testing and software certification.
plications, using a combination of two rigorous software We present in this paper our efforts and experiences along
specification and testing methods and integrating them with this path in solving a real world problem.
an automated testing tool suitable for testing GUI appli-  Sequence-based specification is a method for systemati-
cations. With this framework we are able to achieve fully cally deriving a system model from informal requirements
automated statistical testing and software certification. We through asequence enumeratigmocess [12, 18, 19, 17].
report an elaborate case study that demonstrates a pathwayunder this process stimulus (input) sequences are consid-
towards lowered cost of testing and improved product qual- ered in a breadth-first manner (length-lexicographically),
ity for this type of applications. with the expected system response to each input sequence
given. Not all sequences of stimuli are considered since a
sequence need not be extended if either it is illegal (it can-
1 Introduction not be applied in practice) or it can be reduced to another
sequence previously considered (the sequences take the sys-
Software applications that employ a graphical user in- tem to the same state). Sequence enumeration leads to a
terface (GUI) front-end are ubiquitous nowadays, yet they model that can be used as the basis for both implementation
present additional challenges to software testing. It is inher-and testing [8, 7, 9].
ently more difficult and labor-intensive to functionally test Markov chain usage-based statistical testing [14, 16, 22,
a GUI-driven application than a traditional application with 21] is statistical testing based onMarkov chain usage
a command line interface, due to the vast GUI input spacemodel It is a comprehensive application of statistical sci-
and the prohibitively large number of possible sequences ofence to the testing of software, with the population of all
user input events (each event sequence being a potential tesises of the software (all use cases) modeled as a Markov
case) [13, 10, 11, 20]. Testing therefore needs to be autochain. States of the Markov chain usage model represent
mated in order to run a large sample of test cases to verifystates of system use. Arcs between states represent possible
correct functionality. transitions between states of use. Each arc has an associ-
In this paper we propose an automated testing frameworkated probability of making that particular transition based
for functional and statistical testing of GUI-driven applica- on a usage profile. The outgoing arcs from each state have
tions, using two rigorous software specification and testing probabilities that sum to one. The directed graph structure,
methods in combination, namedgequence-based software together with the probability distributions over the exit arcs
specificationf12, 18, 19, 17] an®larkov chain usage-based of each state, represents the expected use of the software in
statistical testing14, 16, 22, 21], and integrating them with its intended operational environment. There are both infor-
an automated testing tool suitable for testing GUI applica- mal and formal methods of building the usage model struc-
tions, that provides fully automated statistical testing and ture (sequence-based specification can be used as a formal
software certification as a means to achieve high productmethod). The transition probabilities among states come
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Table 1. Stimuli for the BBOQE under test

&' Question: Stimulus Long Name Description Interface Trace

A Add button Click the add question button Main window reql

C Create button Click the create question but- Question creation window req2
ton

co Copy question Copy the question Mouse req4

cQ Cancel button Click the cancel question Question creation window req2
button

D Down button Click the question down but-  Main window reql
ton

DQ Delete button Click the delete question but- Main window reql
ton

E Essay question Select the essay question Question creation window req2
type

F Favorite button Click the favorite question Main window reql
button

Insert Text Here

Insert Text Here

FS Favorite checkbox Click (Check/Uncheck) the Question creation window req2

1 favorite check box
H Help button Click the help button Main window reql
HC Help cancel button Click the help cancel button Help window req3
P Paste question Paste the question Mouse reqd
. . . QF Question fill Fillin the question edit box Question editor panel req6
F|gure 1 The BIaCkBoard QU|Z Ed|t0r U Up button Click the question up button Main window reql

from historical or projected usage data for the application. tyP€, butincludes all GUI features. Other models can be
The paper is structured as follows. The next section in- constructed similarly addressing other question types.
troduces our case study. Sections 3 and 4 illustrate how we
constructed a usage model for statistical testing and presen8 Usage modeling
the model analysis results. Section 5 presents an automated
testing framework we have developed for fully automated In order to develop a usage model for statistical testing,
statistical testing of GUI applications, using the case study we adopted a formal approach and first developed a rig-
as a running example. Section 6 discusses our test and cemrous specification (that encodes a formal system model)
tification plan. Section 7 illustrates how testing was per- based on the requirements. As detailed requirements for the
formed and presents results following a test case analysisBBQE could not be found, we re-engineered requirements
Section 8 concludes the paper. based on the user manual and the delivered application. We
applied sequence-based specification [12, 18, 19, 17] and
2 The case study: The BlackBoard Quiz Edi- the s_u_ppo_rting tool, the REAL [2], to developing a rigorous
specification of the SUT.
tor (BBQE) The resulting specification contaitig stimuli (inputs),
14 responses (outputs)g distinct states¢73 enumerated
Our chosen case study is a Java GUI application, thestimulus sequence$original requirements, ant$ derived
BlackBoard Quiz Editor (BBQE, see Figure 1), that can au- requirements. Figure 2 shows all the original (the top 9) and
thor quizzes and save them in a format that can be importedderived requirements for the SUT. Table 1 and Table 2 list
in BlackBoard [4] - a learning management system used byall the stimuli and responses, respectively, across the sys-
Ball State University and many other institutions across the tem boundary. Each stimulus (input) and response (output)
country for course delivery and management. The applica-is given a short name (see the first columns) to facilitate
tion was delivered in 2013 as a completed Ball State Com-sequence enumeration, tied to an interface in the system
puter Science major capstone project, considered of goodhoundary, and traced to the requirements. Excerpts of an
quality by the client, and is being used by many faculty at enumeration for the SUT are shown in Table 3. Stimulus
Ball State. We were interested in automated statistical test-sequences are enumerated in length-lexicographical order
ing of this application to find bugs and to get a quantitative (based on the alphabetical order of stimuli as shown in Ta-
measure of its projected reliability. ble 1) following the enumeration rules. Stimulus sequences
The BBQE interface contains three main areas: a mainare represented by concatenating stimuli to string prefixes
toolbar, a quiz panel, and a question editor panel. It supportswith periods in the Sequence and the Equivalence columns.
eleven question types, including the essay question type, th&ach row shows for an enumerated stimulus sequence what
fill in the blank question type, the matching question type, should be the software’s response, if the sequence could be
the multiple choice question type, the true or false questionreduced to a prior sequence (based on whether they take the
type, the short answer question type, etc. Quizzes creategystem to the same state), and traces to the requirements
in BBQE can be saved as a text file and easily imported into that justify these decisions.
BBQE and BlackBoard. From the completed sequence enumeration we obtained
To limit the testing problem to a manageable size, we a state machine for the SUT. We further added a source state
defined our testing scope such that the System Under Testogether with an arc from the source to the state represented
(SUT) contains only one question type: the essay questionby the empty sequencg); and a sink state together with an
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req1: The GUI contains 8 huttons: Open to open a saved quiz, Save to save an edited quiz, Help to display the help window, Delete to delete an existing question, Favorite to add a question of
the favorite question type to the quiz, Add to add a question to the quiz, Up to switch the current question with the question right above it, and Down to switch the current question with the

question right below it.

req2: After the user clicks on the add button, the Question Selection window is displayed. The user can choose a question type from the dropdown list, check the check box that indicates

whether the chosen question type is set as the favorite question type, click on the Create Question button to create a question of the chosen type, or the Cancel button to cancel creating the
question. Double clicking the favorite question type checkbox is equivalent to unsetting it.
req3: After the user clicks on the help button, the help window is displayed. This button can be clicked anytime the application is running. The user can click the cancel button to close the help

window.,

req4: When the user right clicks on the question panel, there is a pop-up menu for more options (e.g., copying a question, pasting a question).
req5: If an operation can not be completed, there is a warning message .
req6: If a question gets created, the user can edit the question in the question edit box.
req7: No more than one question window exists at any time.
req8: No more than one help window exists at any time.
req9: If the question window is open, clicking all buttons in the main window except the help button has no response.

req10: If the user checks the favorite question type check box in the question windew, and clicks the create button afterwards, the faverite question type will be set.
req11: If there is no question in the question panel, selecting the copy menu will have no response.
req12: If there is no question in the question panel, clicking the move down and move up buttens will have no response.
req13: If there is no question in the question panel, clicking the delete button will have no response.

req14: If the favorite question type has not been set, clicking the favorite question button will have no response.

req15: If no question has been copied, selecting the paste menu will have no response.
req16: The essay question type will be the default question type in the question window.
req17: Two stimulus sequences with the same sequence of events except clicking the help window (which could happen anywhere in the sequence) take the system to the same state.

req18: If there are more than one question in the question panel, after the user click the delete button, we get the respone as there are question.

req19: If there is only one question in the question panel, deleting the question takes the system to the same state as when no question has been created.

req20: The user cannot click any button/checkbox/dropdown list if the window in which these items reside is not displayed. Likewise, if no question exists in the question panel, the user cannot

edit the question edit box. A window cannot be closed without being opened first.

req21: Creating another question when there exists at least one question in the question panel does not change the system's state
req22: The user issuing the copy operation multiple times has the same effect on system state as issuing the copy operation just once

Figure 2. Requirements for the BBQE under test

Table 2. Responses for the BBQE under test

Table 3. Excerpts of an enumeration for the

Response Long Name Description Interface Trace
EQC Essay question created Create an essay question Quesegation win- req2 B BQ E under test
dow F
EQFS Essay question type set Set the essay question Question creation win-  req2 Sequence Response Equivalence Trace
as type as the favorite dow A 0 Method
favorite question type question type A QW reql, reqz
EQS Essay question favorite Check the checkbox to  Question creation win-  req2 c req20
checkbox set the essay question dow w €q
checked type as the favorite ques- (e{0] 0 A reqll
tion type CcQ w req20
FSC Favorite set checkbox Uncheck the check box Question creation win-  req2 D 0 A 12
unchecked for favorite question set dow req
HW Help window opened Open the help window Help window req3 DQ 0 A req13
HWQ Help window closed Close the help window Help window req3 E w req20
MD Current question moved ~ Move the current ques-  Main window reql E 0 A reqld
down tion down by one ques- q
tion FS w req20
MU Current question moved tMove tge current ?ues- Main window reql H HW req3
up ion up by one question
QC Question copied Copy the question Right click menu req4 HC w req20
QD Question deleted Delete the question Right click menu req4 P 0 A req15
QIP Question input Input the question Question editor panel req6 QF w req20
QP Question pasted Paste the question Right click menu req4 U 0 A 12
Qw Question window opened Open the question win- Question creation win-  req2 req
dow dow AA 0 A req7
QWG Question window closed Close the question win- Question creation win-  req2 A.C EQC req2
dow dow A.CO 0 A req9
AFS.C.COAFSHA 0 AFS.C.COAFSH  req7, req9
) ) A.FS.C.CO.A.FS.H.C EQFS,EQC  A.FS.C.CO.H req2, req21
arc from each state (except the source) leading to the sink. AFs.c.coAaFsH.co 0 AFS.C.COAFSH req9

For the lack of compelling information to the contrary re-

garding the usage profile, we took the mathematically neu-
tral position and assigned uniform probabilities to transi-
tions in the usage model. The constructed usage modelis ¢ following statistics are computed for every node, ev-

diagrammed in Figure 3 using a graph editor (with 50 nodes ery arc, and every stimulus of the usage model:
and 619 arcs the visualization becomes very cluttered). Al- ’

though not readable unless one zooms in, it illustrates the -
size of our testing problem.

Occupancy. The amount of time in the long run that
one will spend testing a node/arc/stimulus.

- Probability of Occurrence. The probability of a

4 Model analysis node/arc/stimulus appearing in a random test case.

- Mean Occurrence The average number of times a

We performed a model analysis using the JUMBL [3]. node/arc/stimulus will appear in a random test case.

Table 4 shows the model statistics, including the number of
nodes, arcs, and stimuli in the usage model, the expected -
test case length (the mean value, i.e., the average number of
steps in a randomly generated test case) and variance.

Mean First Passage The number of random test
cases one will need to run on average before testing
a node/arc/stimulus for the first time.
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Figure 3. A state machine for the BBQE under
test (with the source and the sink marked in
green and red respectively)

Table 4. Model statistics

Node Count 50 nodes
Arc Count 619 arcs
Stimulus Count 18 stimuli

Expected Test Case Length

11.573 events

Test Case Length Variance

47.776 events

Transition Matrix Density (Nonzeros)

0.1056 (264 nonzeros

r

Undirected Graph Cyclomatic Numbe|

215

model bbg_mm1
[A]

"A/nulT" [A]
"c/eQc" [A.c]
"co/null" [A]
"c/null” [lambda]
"D/null" [A]
"pQ/null" [A]
"E/null" [A]
"Extra arc to sink state"[Exit]
"F/null" [A]
"FS/EQS" [A.F5]
"H/HW" [A.H]
"P/null" [A]
"u/null" [A]
[a.c]
"A/Qu" [A.C.A]
"co/qc" [A.c.c0]

Figure 4. An Excerpt of the usage model for
the BBQE under test before annotation (writ-
ten in TML)

Modeling Language (TML) [6] (Figure 4 shows a tiny
piece). State names (representing usage states) are en-
closed in square brackets and arc names (representing us-
age events/expected software’s responses) are enclosed in
guotation marks. For each state the list of event/expected

These statistics are validated against what is known or be/€sponse - next state pairs is given following the sate name.
lieved about the application domain and the environment of For instance in Figure 4 there is an arc from state [A] trig-

use.

5 An automated testing framework

gered by usage event “A’ with expected response “null” go-
ing back to state [A].

Using labels the TML model can include test automa-
tion information, which can be extracted when JUMBL au-
tomatically generates test cases of all types from the usage

Following the model analysis we developed an auto- model using theenTest command. The challenge was
testing of BBQE. This required (1) finding an automated mode| with test scripts that could be understood by QTP
testing tool suitable for our chosen application, and (2) in- gych that when these test scripts are extracted and concate-

tegrating it with our statistical testing tool, the JUMBL, for

nated into a generated test case they literally become a pro-

automated test case generation, automated test case execyram written in TSL that QTP could automatically execute.
tion, and automated test case evaluation.

After some research we chose HP’s Quick Test Profes-
sional (QTP) [5] as an automated testing tool for BBQE be-
cause it is HP’s successor to its WinRunner and X-Runner
software supporting functional and automated GUI testing
and it also works for 32-bit machines. We created an object
repository in QTP that registers all the static GUI objects of
the SUT, and used QTP’s Test Scripting Language (TSL) (a
subset of VBScript) to write test cases that can run automat-

ically in QTP.

Our constructed usage model was written in The

To achieve this we accomplished the following steps:

- Stimulus generation with TSL. We wrote TSL scripts
that issue each possible stimulus (input) to the SUT.
For instance, to issue the stimulus “A” (for clicking the
add questions button in the main window), the follow-
ing function is called:

Function stimA()
JavaW ndow " Bl ackboard Quiz Editor") _
.JavaButton("add"). dick

End Function

- Response checking with TSLWe wrote TSL scripts
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that check each possible response (output) (including
the null response) is observed as expected. For in-
stance, the following function is called to verify the
response “EQC” (for having created an essay question
in the question panel):

Function check_EQC()
gnum = gnum + 1

Set props = JavaW ndow( "Bl ackboard Quiz Editor") _
.JavaStaticText ("ESS(st)") _
. Get TOProperties
Set Chil dObj ects = JavaW ndow( _
"Bl ackboard Quiz Editor") _
. JavaObj ect (" JPanel _2") _
. Chi | dObj ect s(props)
ess = Chil dbj ects. Count

If gnum <> ess Then
returnVal ue = Fal se
El se
returnVal ue = True
End | f

gnum = ess

check_EQC = returnVal ue

For any failed test case the test case number and all
failure step numbers are written to a text file, together
with information indicating whether each failure step
is a continue failure (the rest of the steps can still run to
completion after this failure step) or a stop failure (the
following test steps included in this test case cannot be
executed).

Automated test case execution and evaluationWWe
wrote a shell script that runs from command line, au-
tomatically executes a large sample of generated test
cases with our developed JUMBL-QTP interfaces, and
records test results in a text file.

Reading failure data and recording it back in
JUMBL . We wrote a script that runs from command
line, reads the failure data after testing is completed
and records it back into the JUMBL for statistical anal-
ysis.

End Function

. . . Figure 5 shows an excerpt of the usage model after anno-
tshtgttevgﬁfgﬂﬁat%%nsvﬂ#] I-Srs"!]‘ 'a\rlw\f Svgreoct%CTgtlatgcgg tge_ tation. Test aut_omation informat?on is i_ncluded with a_IabeI
scribed by the usage model, probing values from the (the text following a|$ up to and including the end of line)
system’s state variables. For instance, the following in TML and an associated key (“a” in Figure 5 followed
function is called to identify if the system is in the state with a colon (:) before the label). Test automation scripts
r%‘gﬁgg?;eg nggﬁiiy‘sﬂui :ﬁgg??‘%ﬁgcshesﬂgr‘] gg'enucan be attached to a model (e.g., the lines following declar-
?neration): q q ing “model bqumlj’ up tq the next empty Ime;_here we do
any needed test initialization and declare all stimulus gener-
ation/response checking/state verification functions), a state
(e.g., thelines following declaring state “[A]” up to the next

_ empty line; we verify if the SUT is in this state and if not
cornd (eneck var_QN) = 0) Then record the last step/event as a stop failure and exit the test),
El se or an arc (e.g., the lines following arc “A/null” up to declar-
o Erurnvalue = False ing the to-state “[A]”; we issue the stimulus and check the
response and if the observed and expected responses differ
record the current step as a failure step).

Figures 6 and 7 show excerpts of an automatically gen-
Usage model annotationWe wrote Python code that erated test case from the usage model. Before model an-
automates the usage model annotation with TSL. Eachnotation the exported test case is a sequence of events/steps
state is annotated with a call to a state verification func- traversing the usage model starting from the source and end-
tion. Each arc is annotated with a call to issue the ing with the sink (see Figure 6). After annotation all the test
stimulus to the SUT followed by one or more calls to scripts associated with the states and arcs of the particular
check the observed responses. The rigorous specificapath are extracted and concatenated into a TSL script that is
tion serves as the test oracle. Each state/arc after anunderstood by QTP and automatically executable (see Fig-
notation is associated with testing commands that areure 7).
understood by QTP. When test cases are automatically
genergted and exported using the JUMBL, each te§t6 A test and certification plan
case literally becomes a TSL script that can automati-
cally execute in QTP.

Function verify_I anbda()
If (check_var_EQ) = False) _
And (check_var_EQS() = False) _
And (check_var_HW) = 0)

verify_lanbda = returnVal ue
End Function

We developed the following test and certification plan
Result recording with TSL. We wrote Python code  for the SUT:

that embeds TSL scripts in the annotated usage model
recording test results. A test case is considered suc-
cessful only if all its constituting steps are successful.

- Run48 minimum coveragéest cases that cover every
arc and every state of the usage model.
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model bbqg_mm1

a: |$If Javawindow("Blackboard Quiz Editor").Exist(2)=true Then

$ Javawindow("Blackboard quiz Editor").Close
$End If
$Systemutil.Run "D:\\BBQ.exe", "open"

|$

|$ Javawindow("Blackboard Quiz Editor™).JavaButton("add").Click
$End Function
I$

A

a: |$1f (verify_A() = False) Then

$Function stim_AQ)

errorFile.write(stepNo)

errorFile.write(" ")
End If

$ errorFile.write("s"™)

$ ExitTest

$End IF

"A/mull”
a:|$stepNo = stepNo + 1
| $record(0)
|$stim_A()
|$record(1)
|$1Ff (check_null1() = False) Then
|$ stamp = Cstr(testCaseNo) & "_" & "§s"
|$ errorFile.write($s)
|1$ errorFile.write(" ™)
|$End IF
[Al

]
s

I% If (StrComp(currStamp, stamp) <= 0) Then
|$

|$

|

I

"Extra arc to sink state”
a:|$stepNo = stepNo + 1

{$J1avawindow("Blackboard Quiz Editor").Close$}
[Exit]

end // of model bbqg_mm1l

R R R R R R

Figure 5. An Excerpt of the usage model for
the BBQE under test after annotation

Trajectory: 0
Mode1 bbg_mm1
Key

Method random
Events: 13

Including failure information.

Step: 1, Trajectory: 0

[1n1t€."From init to lambda state for initialization purposes”

# Step: 2, Tra?ectory: 0
[Tambda]."P/null"

# Step: 3, Tra?ectory: 0
[Tambdal."u/null"

# Step: 4, Tra?ectory: 0
[1ambda] "Uu/null"

# Step: 5, Traqectory: 0
[1ambda] "Uu/null"

# Step: 6, TraJectory: 0
[Tambda]. h

# Step: 7, Trajectory: 0
[Al."ca/null

# step: 8, Traqectory: 0
[1ambda] "D/nu ™

# Step: 9, Trajectory: 0
[1ambda] "pQ/null”

# step: 10, Traqectory: 0
[1ambda] "D/nu

# Step: 11, Trajectory: 0
[Tambda]. "H/HW

# Step: 12, Trajectory: 0
[H].”Hc/qu"

# Step: 13, Trajectory: 0
I1ambda]."Extra arc to sink state"

Figure 6. An example test case that is au-
tomatically generated from the usage model
before model annotation

currStamp = Cstr(testCaseNo) & "_" & Cstr(stepNo)
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#

# Trajectory: 0

# Model: bba_mm1

# Key:

# Method: random

F

# Events: 13

# Including failure information
#

# Step: 1, Trajectory o

-

f Javamndon( Blackboard Quiz Editor™).Exist(2)=true Then
Javawindow("Blackboard Quiz Editor™).Close

End If

SystemlUtil.Run "D:%\BBQ.exe", "open"

Function stim A()
Javawindow("Blackboard Quiz Editor™).JavaButton("add").Click
End Function

stepNo = 1

errorFile.write(vbNewline & testCaseNo & ™ ")
stamp = Empty

currstamp = Cstr(testCaseNo) & "_" & "1"

# Step: 2, Trajectory: 0
If (wverify_lambda() = False) Then
currStamp = Cstr(testCaseNo) & "_" & Cstr(stepNa)
If (Strlomp{currStamp, stamp) <= 0) Then
errorFile.write(stepNao)
errorFile.write(™ "
End If
errarFile.write("s™)
ExitTest
End If
stepNo = stepNo + 1
record(0)
stim_P()
record({l)
If (check_null() = False) Then
stamp = Cstr(testCaseNo) & "_" & "2"
errorFile.write(2)
errorFile.write(™ ™)
End If

# Step: 13, Trajectory: O
If (werify_lambda() = False) Then
currStamp = Cstr(testCaseNo) & "_" & Cstr(stepNo)
If (StrComp{currStamp, stamp) <= 0) Then
errorFile.write(stepNa)
errarFile.writel” ™)
End If
errarFile.write("s™)
ExitTest
End If
stepNo = stepNo + 1
Javawindow("Blackboard Quiz Editor™).Close

Figure 7. An excerpt of an example test case
that is automatically generated from the us-
age model after model annotation



Run 200 weightedtest cases that represent the 200
most probable paths of the usage model. Table 5. Excerpts of the test case analysis:
Reliabilities

Run 2,000 randomtest cases that are generated from
the usage model based on the arc probabilities.

Single Event Reliability 0.726169681
Single Event Variance 2.72195572E-6
- Total testing consists 025,577 transitions for the Sing:e Event Optimum Reliability 0.985152717
Single Event Optimum Variance 394.383426E-9
aboveQ’ 248 test cases. Single Use Reliability 0.270545355
Single Use Variance 0.120506877
- If all tests run successfully, this will demonstrate em- Single Use Optimum Reliability 0.907720385
irical id lai f reliability 0.90 Single Use Optimum Variance 38.7376831E-3
pirical evidence to support a claim of reliability 0. ATC Source Enfropy > 68 bits
given the defined protocol (of our usage model for the Kullback Discrimination 0.6012524 bits
; Relative Kullback Discrimination 20.879%
SUT' our select|on_of _t_eSt cases,_ the actual re_sult of Optimum Kullback Discrimination 10.3936509E-3 bits
testing, and the reliability model implemented in the Optimum Relative Kullback Discrimination| 0.360920256%
JUMBL).

7 Automated statistical testing and test case

analysis Of which the most important statistic, tlsmgle use relia-

bility, estimates “the probability of the software executing a
Using the automated testing framework we had devel- randomly selected use without a failure relative to a speci-
oped and the JUMBL, we were able to automatically gen- fication of correct behavior.” [15] The low single use reli-
erate, automatically execute, and automatically evaluate theability observed in this exampl®.270545355) was due to
sample of2, 248 test cases. Our testing was done on a lap- the high number of failed test casds §38 out of2, 248).
top with Intel CoréM i-7-3630QM CPU with4 cores 2.40

GHz clock speed, anfl GB memory. It took 2 days, 15 Tracing through some failed test cases we identifizd
hours, 8 minutes and 4 seconds to run2h218 test cases,  discrepancies between the specification and the code (see
of which 710 were successful and 538 were failed. Figure 8). This record of specification-implementation dis-

We did a test case analysis using the JUMBL based oncrepancies will be helpful in locating and fixing bugs in the
our testing experience. Excerpts of the test case analysis aréeleased code.
shown in Table 5. Some important statistics include:

- N OdeS/AI’CS/StI mu | | G ene I’ated Th e num ber Of 1. Iftheuser clicks the add button twice in a row, BBQE displays two question windows
: H H {the second add button press should have a null response),
states/arcs/stimuli covered in the generated teSt CASES.  , yu i question swindon s open, dicking the deiete question button deletes 2 question
(it should have a null response)
3. When the question window is open, clicking the down button moves the current question

- NOdeS/ArCS/StImUII ExeCUted The number Of (if it is not the last one on the list) down by one (it should have a null response)
StateS/al’CS/S'[Im u|| Covered |n the executed test cases. 4. When the question window is open, clicking the up button moves the current question (if

it is not the first one on thelist) up by one (it should have a null response).
3. When the question window is open, clicking the favorite question button creates a new

- Arc/Stimulus Reliability . The estimated probability question of the favorite question type (it should have a null response)
. . . When the favorite question button is clicked, a new question (of the favorite question
Of eXeCUt'ng an arc / a St'm UIUS na teSt case success- type) alwavs gets created no matter whether the user has previously set the favorite
fu I Iy question type since the beginning of running the application (BBQE should not remember

the favorite question type between different runs).
7. Iftheuser clicks the help button twice in a row, BBQE displays two help windows (the
_ H H il H il second button press should have a null response)
SI ng Ie EVent Re“ablllty' The eStI mated prObablllty 8. When the question window is open, BBQE should not allow editing a question.
that a random Iy selected arc can be executed SUCCESS- 9. When the question window is open, there should be no rasponse when the user clicks the
. paste button

fu"y Ina teSt case. 10. There should be no response when the user clicks the paste button unless the user has
previously copied a question. But sometimes BBQE pastes a question whether or not any
copying has been done since the program started

- Slngle Use Re“ablllty The eStimated prObablllty Of 11. BBQE crashes/freezes if the following sequence of events happens: one stans the
executing a randomly selected test case successfully. program; dhen Tigh dicks angs Som-he mics ciooses: pasce: funchtip Sl d Eappon s

no question has been copied), then presses the add question button (the question window
should be displayed), then clicks the create question button (2 new question should be

o

- Optimum Reliability . The estimated reliability if all s boweve the peogpon féedet),
12. When the question window is open, there should be no response when the user clicks the
generated test cases were executed successfully. copy button
- Relative Kullback Discriminant. A measure of how Figure 8. BBQE specification-code discrep-

close the performed testing matches the software use ancies
as described by the usage model.
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8 Conclusion

In this paper we demonstrated an automated testi

framework for fully automated statistical testing of GUI ap-

(8]

ng
[9]

plications. We applied two rigorous software specification
and testing methods and the supporting tools, and integrated

them with an automated testing tool suitable for GUI appl

cations, and reported an elaborate case study. As the readFL0]

ers might find out, working on any non-trivial real world

problem requires considerable efforts be made to work out

all the details needed for fully automated testing with n

human intervention, however, by the end of the process

©

we have the ability of running large numbers of tests, as

well as an automated testing facility for low-cost, quick

turnaround testing and re-testing. All the artifacts we have
produced in this process, including the usage model, test[12]
oracle, JUMBL-QTP interfaces, testing records, test plans,

test scripts, test cases, product measures and evaluation
teria, all become reusable testing assets. Our experien

cri-

ce$l3]

demonstrated a pathway towards lowered cost of testing and

improved product quality for this type of applications.

Acknowledgements

[14]

This work was generously funded by Lockheed Martin
Corporation and Northrop Grumman Corporation through [15]
the NSF Security and Software Engineering Research Cen-

ter (SERC).

References

[1] 2015. Prototype Sequence Enumeration (P®¢q). Soft-

ware Quality Research Laboratory, The University of Ten-

nessee. http://sqrl.eecs.utk.edu.
[2] 2015. Requirements Elicitation and Analysis with

Sequence-Based Specification (REALSBS). Software Qual-

[16]

[17]

(18]

ity Research Laboratory, The University of Tennessee.

http://sqrl.eecs.utk.edu.

[3] 2015. J Usage Model Builder Library (JUMBL). Software
Quality Research Laboratory, The University of Tennesse
http://sqgrl.eecs.utk.edu.

[4] 2015. http://www.blackboard.com.

[5] 2015. Quick Test Professional.
http://www8.hp.com/us/en/software-solutions/unified-
functional-testing-automation/.

[6] 2015.
ity Research Laboratory, The University of Tennessee.
http://http://sqrl.eecs.utk.edu/esp/tml.html.

[7] T. Bauer, T. Beletski, F. Boehr, R. Eschbach, D. Landmann,

and J. Poore. From requirements to statistical testing of em-

bedded systems. [|Rroceedings of the 4th International
Workshop on Software Engineering for Automotive Systems
pages 3-9, Minneapolis, MN, 2007.

The Modeling Language (TML). Software Qual-

[19]
e.
[20]

Hewlett-Packard.

[21]

[22]

79

L. Bouwmeester, G. H. Broadfoot, and P. J. Hopcroft. Com-
pliance test framework. IRroceedings of the Second Work-
shop on Model-Based Testing in Practiqggages 97-106,
Enscede, The Netherlands, 2009.

G. H. Broadfoot and P. J. Broadfoot. Academia and industry
meet: Some experiences of formal methods in practice. In
Proceedings of the 10th Asia-Pacific Software Engineering
Conferencepages 49-59, Chiang Mai, Thailand, 2003.

T.-H. Chang, T. Yeh, and R. C. Miller. Gui testing using
computer vision. InProceedings of the SIGCHI Confer-
ence on Human Factors in Computing Systepagies 1535—
1544, Atlanta, GA, 2010.

V. Chinnapongse, I. Lee, O. Sokolsky, S. Wang, and P. L.
Jones. Model-based testing of gui-driven applications. In
Lecture Notes in Computer Science: Software Technologies
for Embedded and Ubiquitous Systemdume 5860, pages
203-214, 2009.

L. Lin, S. J. Prowell, and J. H. Poore. An axiom system
for sequence-based specificatidineoretical Computer Sci-
ence 411(2):360-376, 2010.

A. M. Memon and B. N. Ngyuen. Advances in automated
model-based system testing of software applications with a
gui front-end.Advances in Computer80:121-162, 2010.

J. H. Poore, L. Lin, R. Eschbach, and T. Bauer. Auto-
mated statistical testing for embedded systems. In J. Zan-
der, |. Schieferdecker, and P. J. Mosterman, editdael-
Based Testing for Embedded Systems in the Series on Com-
putational Analysis and Synthesis, and Design of Dynamic
SystemsCRC Press-Taylor & Francis, 2011.

J. H. Poore, H. D. Mills, and D. Mutchler. Planning
and certifying software system reliabilityEEE Software
10(1):88-99, 1993.

J. H. Poore and C. J. Trammell. Application of statistical sci-
ence to testing and evaluating software intensive systems. In
M. L. Cohen, D. L. Steffey, and J. E. Rolph, editoBatis-

tics, Testing, and Defense Acquisition: Background Papers
National Academies Press, 1999.

S. J. Prowelland J. H. Poore. Sequence-based software spec-
ification of deterministic systemsSoftware: Practice and
Experience28(3):329-344, 1998.

S. J. Prowell and J. H. Poore. Foundations of sequence-
based software specificationEEE Transactions on Soft-
ware Engineering29(5):417-429, 2003.

S. J. Prowell, C. J. Trammell, R. C. Linger, and J. H. Poore.
Cleanroom Software Engineering: Technology and Pracess
Addison-Wesley, Reading, MA, 1999.

Z. U. Singhera, E. Horowitz, and A. A. Shah. A graphi-
cal user interface (gui) testing methodologyternational
Journal of Information Technology and Web Engineering
3(2):1-18, 2008.

J. A. Whittaker and J. H. Poore. Markov analysis of software
specifications ACM Transactions on Software Engineering
and Methodology2(1):93-106, 1993.

J. A. Whittaker and M. G. Thomason. A Markov chain
model for statistical software testiniEEE Transactions on
Software Engineering30(10):812—-824, 1994.



Test Model and Coverage Analysis for

Location-based Mobile Services

Tao Zhang Jerry Gao
School of software and Department of Computer
Microelectronic Engineering
Northwest Polytechnical University ~ San Jose State University
Xi’an, China San Jose, USA

tao_zhang@nwpu.edu.cn jerry.gao@sjsu.edu

Abstract—L ocation-based services (LBS) are very important
mobile app services, which provide diver se mobility services for
mobile users anywhere and anytime. This brings new demands,
issues, and challenges in mobile application testing. Today,
mobile applications provide location-based service functions
based on dynamic location contexts, mobile users and their travel
patterns to deliver location-based mobile data, and service
actions. Current software testing methods do not consider
location-based validation coverage. Hence, there is a lack of
research results addressing location-based mobile application
testing. This paper focuses on mobile LBS testing. A novel test
object model is proposed for quality validation of location-based
mobile information services. In addition, therelated test coverage
metrics are also presented. These metrics can be useful for test
engineers in designing test cases. A case study based on student
testersisreported to demonstrate the potential application of the
proposed model.

Keywords-component; Location-based service; mobile app;
mobile testing; test model; test coverage; test metrics

L INTRODUCTION

In recent years, more and more diverse mobile applications
(mobile apps) have been developed to support different
applications in social, news, tourism, health, business, and
other domains. Hundreds of new apps are released daily, e.g.
about 300 new apps appear on Apple's App Store each day. In
turn, 750 million Android and iOS apps are downloaded each
week [1].

Mobile Location-based services are services enhanced with
positional data, which are provided by mobile apps using GPS,
digit maps, and other techniques [2]. Many mobile apps
provide interesting and convenient location-based services and
functions. The mobile app Yelp (www.yelp.com) recommends
nearby shops, restaurants, etc. In the social network mobile app
Loopt (www.loopt.com), the wusers receive notifications
whenever their friends are nearby. The mobile app Waze
(www.waze. com) reports nearby traffic jams, policemen, gas
stations and friends.

(DO reference number: 10.18293/SEK E2015-199)
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Mobile LBS have been identified as the one of most
important features of mobile app services [3], and have become
one hot research topic in mobile computing domains. In the
recent years, there have been a number of published research
papers addressing LBS. However, most papers primarily focus
on the following areas:

LBS infrastructure,
[4][5][61[7];

Privacy preserving for LBS [8][9][10];
Positioning techniques for LBS [11][12];
LBS databases [13][14].

. framework, and architecture

Till now, there are a few publications discussing mobile
LBS testing. There is a lack of systematic and effective test
models and methods for test engineers to address LBS testing.
The test engineers often ask mainly the following questions
about LBS testing:

1) Howto select and test a set of locations for LBS?
2) How to test different types of |ocation objects?

3) How to test millions instances of location objects and
their information?

4) How to test moving objects with dynamical moving
paths and patterns?

This paper focuses on cost-effective mobile LBS testing
issues. The major contributions of this paper include four areas:
1) discussing the basic concepts, scope and challenges of
mobile LBS testing; 2) proposing a novel test object model for
mobile LBS testing; 3) some coverage metrics are defined for
evaluating quality of mobile LBS testing; and 4) providing case
studies to show the effectiveness of the proposed test model.

The rest of the paper is structured as follows. Section II
discusses basic concepts and main challenges of LBS testing.
Section III presents a novel test model and a test approach for
location-based mobile information services. Section IV reports



the results of a case study. Section V reviews and discusses
published papers and related research work. Finally,
concluding remarks and future research directions are given in
Section VI.

II. UNDERSTANDING MOBILE LBS TESTING

A. What is Mobile LBS Testing?

Location-based services are information, entertainment,
services that are conveniently accessible by mobile users
through GPS-enabled portable devices and mobile networks
(e.g., 2G/3G/4G cellular telephones and Wi-Fi networks).
Some organizations and scholars have defined LBS, and the
classic definition is presented below.

Definition 1: LBSs are information services accessible with
mobile devices through the mobile network and utilizing the
ability to make use of the location of the mobile device [15].

Based on our recent literature survey, there is a lack of
published papers on LBS testing for mobile apps, and also no
precise definition of mobile LBS testing. Here we define it as
below.

Definition 2: Mobile LBS testing refers to testing activities
for native and Web apps on mobile devices to ensure quality in
location-based functions, behaviors, information, and quality of
service.

B. The Classifications of Mobile LBS

In recent years, mobile LBS have become more and more
popular, and many mobile LBS apps are developed in various
domains, such as navigation, information, emergency,
advertising, tracking, games, management, and leisure.
According to behavior characteristics of LBS, mobile LBS are
divided into three types: basic location services, location
context information services, and location context interactive
services. Those services have different characters and features,
and are compared in Table 1.

TABLE 1. MOBILE LBS SERVICES CHARACTERS
. . Location context | Location context
Basic location ) . ; .
. information interactive
services . .
Services Services
Objects Mobile user Location objects Mobile objects
- . . . Moving along
Positions | Moving along paths Fixed positions different paths
Typical Map services, Search services, Interactive
. Location services, Access services, R
Services L . . services
Navigation services Update services
Service Push way, Push way,
mode Push way Pull way Pull way
Real-time . .
feature High Low High
Infor- Digital map Location context Mobile Object
mation information information properties
Information Game. Social
Map Advertising ?
L . network,
) Navigation Tracking .
Domain Intelligent
Emergency Managements .
- automobile
Leisure
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Basic location services - The mobile apps provide basic
digital maps, location, and navigation services to help mobile
users find correct ways to their destination. Some early map
and navigation apps provide basic location services for mobile
users.

Location context information services - The mobile users
search nearby location objects and then access or update
information of location objects. Those location objects have
fixed positions, and provide static or dynamic information.
Mobile users access information with push or pull ways. Most
of information services are not real time services. The location
context information services are widely used in many domains,
for example, business, advertising, management, and leisure.

Location context interactive services - The multiple
mobile objects interact with each other in same location
contexts. Those mobile objects may be mobile users, smart cars,
sensors, or other objects with positions. Location context
interactive services provide different behaviors or functions
according to locations or location relations between objects.
Most of location context interactive services are real-time
services, and are applied in some new domains, such as social
networks, games and intelligent automobile.

Today, there are hundreds of mobile apps with location-
based information services, such as, Yelp, Booking, etc. So this
paper focuses on testing location-based mobile information
services.

C. Why is Mobile LBS Testing |mportant?

Mobile LBS have been identified as killer services of
mobile apps, which provide many conveniences and interests
for mobile users. However, few published papers address the
importance of mobile LBS testing. Here, its primary reasons
and importance are listed as follows.

Reason #1. Multiple techniques for LBS - Mobile LBS
normally use many different techniques, such as mobile
computing, geographic information systems, GPS, cloud
computing, Internet, efc. Those techniques make mobile LBS
testing more complex.

Reason #2: Location impact for LBS - Location is the
most critical factor for mobile LBS, which affects information,
behaviors, functions, performance, dependability, privacy, €etc.

Reason #3: Higher costs of LBStesting - Due to numerous
locations, different kinds of location objects with changing
information, and moving objects with unpredictable paths, the
test engineers have to spend a lot of time and effort on mobile
LBS testing.

D. Test activities and goals

Mobile LBS testing tends to focus on the following
activities and goals:

LBS functionality and behavior testing - activities that
validate location-based service functions, such as map and
navigation services, information services, interactive services,
etc.



LBS information and data testing - activities that validate
LBS information and data, such as, positions, information,
moving paths of mobile objects.

LBS QoS testing - activities that evaluate system load,
performance, reliability, availability, scalability, and
throughput in different location contexts.

LBS security and privacy testing - activities that check user
data security and location information privacy.

LBS compatibility and connectivity testing - activities that
assess mobile browser and platform compatibility, especially
compatibility with different location techniques, and diverse
wireless network connectivity.

LBS regression testing - Mobile LBS are updated
frequently for fixing faults, adapting to new devices and
platform versions, and enhancing functions. Regression testing
is continuous for mobile LBS.

E. Scope of mobile LBStesting

LBS testing focuses on testing and validating location
related functions and features of mobile apps. As shown in
Figure 1, the scope of LBS testing includes the following six
types of testing activities.

Mobile LBS test model
and coverage

Mobile LBS test infrastructure
& platform

Mobile LBS
Testing

Cloud-based mobile
LBS testing

Crowd-based mobile
LBS testing

Mobile LBS test emulation,
simulation, & validation

Mobile LBS test tools

Figure 1. The Scope of Mobile LBS Testing

LBS test model and coverage - This refers to the activities
that analyze and model main factors of mobile LBS, such as
locations context, location object, location-related function and
behavior, etc. The test models are used to generate test cases,
and to analyze test coverage.

LBS test infrastructure and platform - This refers to the
study of solutions on how to build the infrastructure and
platform supporting automatic mobile LBS testing.

Crowd-based mobile LBS testing - This refers to the
crowd-based test approach for mobile LBS, which allows to
test mobile LBS in more extensive ranges.

Cloud-based mobile LBS testing - This refers to the cloud-
based test approach for mobile LBS, which provides dynamic
test resources and location simulation for mobile LBS testing.

LBS test emulation, simulation, and validation - This
refers to study and apply different mobile LBS testing
approaches.

Mobile LBS test tools - This refers to develop test tools to
support automatic testing of mobile LBS.
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III. THE TEST MODEL AND COVERAGE

This section presents a novel test model for location-based
mobile information services. Based on this test model, a test
approach and some coverage metrics are proposed.

A. The Mobile LBS Test Model
1) Basic concepts and definitions

First, some basic concepts about location contexts are
defined. These concepts are important to design test cases for
mobile LBS.

Definition 3: A location /, = (]Ongi, la t].) is a pair of

real numbers representing the longitude /ong, and the

latitude Iat‘ of the location on the Earth surface.

Definition 4: The range range; (]j, 1”]-) denotes one
circular range, the center of the circular range is /,, and the

r.

radius of the circular range is [

Definition 5. A path pathj(lﬂ, ]1»2, v ]jk) denotes a

moving path through a set of location points (]1 Loy 1 k).

2) Test object model

The test object model for mobile LBS is proposed to
represent the core objects and their relations. This model is
used to design test cases and help test coverage analysis for
mobile LBS. As shown in Figure 2, mobile LBS have four
types of core objects: location context, Map, location object
and location service.

Location Context % )
_— T L

- Range

‘SubLocationContext ‘ ‘ Location Object ‘ ‘ Map ‘ ‘ Location Service ‘

Basic Location
| Service

Location-based
Information Service
Location-based
Intercative Service

p .
Information |

Moving Object

| Position

Static Object

‘ Point of Interest ‘ ‘ Mobile User ‘ ‘ Intelligent Car ‘

Figure 2. Test object model for mobile LBS

The location context LC for location-based mobile services
is denoted as a 4-tulpe

I SublocationContexts, Map,

LocationObjects, LocationServices

Location context defines the range of mobile LBS, which
includes map, a set of sub-location contexts, a set of location
objects, and a set of location services.

Sub-location context is part of the location context, and
represents a sub area. The location context contains many sub-



| location contexts, and one sub-location context can contains
some smaller sub-location contexts.

Map is used to display location contexts, and positions of
location objects and mobile users. Map also has some basic
behaviors, such as zooming, moving, €tc.

Location Objects are a set of objects with positions. There
are two types of location objects: static objects and mobile
objects. Static objects have fixed positions, such as point of

interest. Mobile objects have various moving patterns and paths.

Location objects can provide static or dynamic information.

Location Services are a set of services in a location context.
The main location context services include basic location
services, location-based information services and location-
based interactive services. Those location context services may
have various behaviors in different location contexts.

B. The Test Coverage Metrics

In order to analyze and ensure test quality, some test
coverage metrics are defined to evaluate mobile LBS testing.

Definition 6: The test range /A7g, is defined as the sum of

all tested sub-location context’s ranges. It is formulated as
below.

Kng, = i Rng,
=1

Here, fng,is the range of tested sub-location context

SLC ..

1

Definition 7: The range test coverage COVreg is defined as
the ratio of the sum of all tested ranges RNQ, to all ranges

Kng, .1t is formulated as below.

Cov = fng,

reg

2
g @)

a

In most situations, only a few ranges are tested because of
restricted test resources. Then how to select and prioritize test
locations and ranges is a critical issue for mobile LBS testing.

Definition 8. The location object type test coverage
CoV, o, is defined as the ratio of the number of tested location

object types Num,,,, to the number of all location object

types Num,, ,, . It is formulated as below.

Num
_ TLOt
Cov,, = —*

(3)
Num,;

Location object type test coverage is used to ensure that all
types of location objects are tested at least once.

Definition 9: The location object test coverage COV,,; is
defined as the ratio of the number of tested location objects
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Num,, ,; to the number of all location objects Num ;. . 1t is
formulated as below.

Num,, .
_ TLOI
Cov,, = —=—

4)

Num,,

Location object test coverage is used to test and evaluate
information and behaviors of all location objects. However,
there may be thousands of location objects in the location
context, and then we have to select a small part of location
objects to test.

Definition 10: The services test coverage OV is

Srv
defined as the ratio of the number of tested services Nuim,,, to

the number of all services Num 15 - 1t 1s formulated as below.

Cov. = Numyg,,

Srv

©)

Nums,.,
Definition 11: The object services test coverage COV ., is
defined as the ratio of the number of tested services for every
type of location object Nurm,,,, to the number of all services

for every type of location object Nuim ., . 1t is formulated as
below.

Covyg,, =

(6)

The same services may concern different types of location
objects, and then we need test services for every type of
location object individually.

Begin )

I'\._ -

‘ Model Mobile LB S ‘

‘ Select and Prioritize Test Locations ‘
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Figure 3. Model-driven test process for mobile LBS

C. Model-driven Test approach for Mobile LBS

The model-driven approach that we use for mobile LBS
testing consists of five steps. The first step is to model location
objects, location context Services for under-test mobile LBS



using the proposed meta-model. The second step is to select
some test locations according to mobile user contexts. The third
step is to design test cases according to the test models of
mobile LBS. The fourth step is to analyze test coverage of
mobile LBS. The last step is to execute test cases and analyze
test results. This process is shown in Figure 3.

The main difficulty for mobile LBS testing is to select and
prioritize test location contexts and location objects.
Simulation-based and emulation-based test approaches are
cost-effective to test different location contexts and location
objects for mobile LBS. However, field test is necessary for
mobile LBS. Then crowd-based testing is a novel and
convenient approach to test a large number of location contexts
and location objects for mobile LBS.

IV. CASE STUDY

To demonstrate the proposed approach for mobile LBS
testing, we applied the approach to test one selected mobile app
Tripadvisor. We conducted this case study in detail as
described below.

A. The Test Model for Tripadvisor

Tripadvisor provides location-based travel services, which
helps travelers to search and book hotels, flights, restaurants
based on their locations. The test model for Tripadvisor is
presented in Figure 4.

‘ Tripadvisor Location Context ‘
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_— | \
_— |
_ |
L
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Ma Service

SubLocationContext

San Francisco
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Services | | Services | | Services

\
|
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Figure 4. Test Object Model for Tripadvisor

TABLE II. TRIPADVISOR LBS DESCRIPTIONS
LBS Description
Search nearby location objects, such
Search Services | as: hotels, restaurants, tourist spots,
. malls, and event centers.
L ocation - - -
Access information of nearby location
context . . ..
’ Access Services | objects, such as positions, phone
Services

numbers, business hours, and remarks.
Mobile users remark some nearby
location objects by their experiences.

Remark Services

Tripadvisor provides some location objects, including
restaurants, hotels, tourist spots, malls, and event centers.
Those location objects have positions, remarks, and business
information. Tripadvisor provides some services for mobile

users to search, access, and remark location objects. Those
services are described in Table II.

B. Test approach for Tripadvisor
1) Selecting and specifying test locations

For testing LBS, we must select and specify test positions
and ranges firstly. Tripadvisor has been used in many countries
and cities, we only test Tripadvisor in San Francisco Bay Area
because of restricted test resources. Four different locations are
selected, which represent different kinds of location contexts.
The details about selected location contexts are described in
Table T11.

TABLE III. LOCATION CONTEXTS FOR TRIPADVISOR
LCid LCI LC2 LC3 LC4
Location San Francisco San Jose Carmel Yosemite
City City Village
Description Lo Medium . Tourism
Big city city Small city area
Position 37.805623 37.808517, 36.554986 37.742004,
-122.406722 -122.411934 | -121.922041 -119.582939
Range 600.6 km® 466.1 km® 2.798 km® 3081 km’
Restaurants 5097 1953 150 28
Hotels 233 73 23 30
Tourist Spots 290 62 18 57
Events 419 46 36 14
Malls 247 20 65 1
Sum 6289 2154 292 130
Location
CUIECB :l restaurants
250 +
4 D hotels
37
200 + D tourist spots
49 D event centers
1s0 D malls
53 116
100 +
32
50 +
63
LC1 Lc2 LC3 LC4
(TC:30) (TC-16) (TC:8) (TC-4)
Figure 5. Tripadvisor test cases and tested location objects

2) Designing test cases for Tripadvisor

Based on location contexts, test cases (TC) are designed for
mobile LBS testing. All types of location objects and location
context services should be tested at least once. We designed 58
test cases for Tripadvisor LBS in 4 location contexts based on
the proposed test model. The test cases and tested location
objects are shown in Figure 5.

As shown in Figure 6, we design one test case for
Tripadvisor to test searching nearby hotels in San Jose. Then
the 29 hotel objects are shown in the map.
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Figure 6. A test case example

3) Analyzing test results and coverages

The five types of location objects have been tested, and
three location context services have also been tested. We only
selected and tested four location contexts, so this is too small to
calculate range test coverage. There are millions of location
objects in Tripadvisor, we tested 516 location objects from
8862 located objects in the four selected location contexts.
Finally, 4 faults have been found. The test coverages are
described in Table IV, and a fault about losing mobile user
position is shown in Figure 7.
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Figure 7. A fault for Tripadvisor

TABLE IV. TRIPADVISOR LBS TEST COVERAGE
Test
c Cov Cov,, | Cov,, | Cov, Faults
58 5/5 516/8862 3/3 15/15 4
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Using our proposed approach, the test engineers design test
cases for testing more location objects and services based on
the test model. According to table IV, all location objects and
services are tested fully. This approach helps to reach high test
coverage, to improve test effectiveness and save test costs.

V. RELATED WORK

Nowadays, mobile LBS have become one hot research
topic in mobile computing domain, and many papers have been
published to address different areas in mobile LBS.

Some mobile LBS frameworks and architectures have been
proposed. Chengcheng Dai proposes a LBS framework using
vehicular ad-hoc networks [4]. R. Gobi proposes a
communication framework for data management in LBS [5]. A
conceptual framework for personalized location-based tourism
apps leveraging semantic web to enhance tourism experience is
proposed by Mahmood [6]. Rui Jose proposes the AROUND
architecture for supporting location-based services in the
Internet environment [7].

The privacy issues are serious for LBS. Ben Niu proposes
two dummy-based solutions to achieve k-anonymity for
privacy-area aware users in LBSs by considering that side
information may be exploited by adversaries [8]. K. G. Shin
presents a comprehensive overview of the existing schemes for
protecting LBS wusers' privacy [9]. An adaptive location
privacy-preserving the system is presented, which allows a user
to control the level of privacy disclosure with different quality
of location-based services [10].

Position technique is the key for LBS. HuangChi Chen
proposes a novel indoor positioning technique based on neural
networks [11]. Al Nabhan presents a new strategy in achieving
highly reliable and accurate position solutions fulfilling the
requirements of Location-Based Services (LBS) pedestrians’
applications [12].

Suprio Ray presents an in-memory database technique for
location-based service, and introduces a parallel spatio-
temporal index to support historical, past and predictive (future)
location-based queries [13][14].

However, there are a few publications about mobile LBS
testing. Jerry Gao discusses the issues and difficulties of mobile
LBS testing [16]. Ke Zhai proposes a suite of metrics for
prioritizing test cases for regression testing of LBS [17].
Huichun Chu proposes a two-tier test approach for location-
aware mobile learning systems [18]. Solveig Bjernestad
presents an example study about evaluation of a location-based
mobile news reader [19]. Jiang Yu analyzes test requirements,
and presents a scalable testing framework for mobile LBS [20].
However, those papers do not discuss test models for mobile
LBS.



We have proposed an initial test model for function services
of mobile LBS [21]. In this paper, we improve and perfect the
test model by considering location context, range, location
objects, moving pattern and path, and some new metrics are
defined for evaluating mobile LBS test coverage.

VL

Recently, mobile LBS have become popular among
research groups. Because mobile LBS provide context-
sensitive functions based on location information, this brings
many new difficulties and challenges for mobile LBS testing.

CONCLUSION AND FUTURE WORK

This paper analyzes the main factors about mobile LBS
testing. A new test object model has been proposed, and some
metrics are defined to evaluate test coverage for mobile LBS.
The test object model and test metrics help test engineers to
design test cases for mobile LBS, and to improve test quality
by higher test coverage.

Future research directions include four areas: a) selecting
and prioritizing location contexts and location objects for
mobile LBS testing; 2) enhancing the test approach to validate
and verify correctness and timeliness of location-based services;
3) designing and specifying moving paths for mobile objects;
and 4) developing automatic test tool supporting mobile LBS
testing with emulation and simulation.
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Abstract—Context-awareness of mobile applications yields
several issues for testing, since the mobile applications should
be testable in any environment and with any contextual input.
In previous studies of testing for Android applications as event-
driven systems, many researchers have focused on using the
generated test cases considering only GUI events. However, it is
difficult to detect failures in the changes in the context in which
applications run. It is important to consider various contexts
since the mobile applications adapt and use novel features and
sensors of mobile devices. In this paper, we provide the method
of systematically generating various executing contexts from
permissions. By referring the lists of permissions, the resources
that the applications use for running Android applications can
be inferred easily. The various contexts of an application can
be generated by permuting resource conditions, and the permu-
tations of the contexts are prioritized. We have evaluated the
usefulness and effectiveness of our method by showing that our
method contributes to detect faults.

Keywords—Android application testing, permissions, various
contexts, context-aware application, mobile application testing

I. INTRODUCTION

The proliferation of the novel features and sensors of
mobile devices (i.e., operating systems, hardware platforms,
and device sensors) has enabled the development of mobile
applications that can provide rich, highly-localized, context-
aware content to users [1]. In particular, the market for disease
diagnostic systems is growing fast due to the development
of mobile applications that log personal health data (e.g.,
blood glucose, blood pressure, and heart rate) by using the
sensors, cameras, additional simple adapters (or accessories)
in mobile devices and sending the results to the system in
real-time. For instance, in the mobile application called Peek
Vision [2], medical images can be captured by using a clip-on
camera adapter that gives high quality images of the back of
the eye and can be sent to the system so diagnosis can be
done remotely. The mobile application has been designed to
be aware of the computing context in which it runs and to
adapt and react according to its findings; therefore, it belongs
to the category of context-aware applications [3].

The context-awareness of mobile applications yields sev-
eral issues for testing [4] because the mobile applications
should be testable in any environment and with any contextual
input [5]. These applications are notified of a change to their
context by means of events, and the variability in the running
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conditions of a mobile application depends on the possibility
of using it in variable contexts. A context represents the
overall environment that the application is able to perceive
[6]. More precisely, Abowd et al. [7] define a context as: “any
information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is including
the user and applications themselves.”

In previous studies of testing of Android applications as
event-driven systems, many researchers focused on using the
generated test cases considering only GUI events. However,
it is difficult to detect failures in the changes in the contexts,
which can be influenced by context events, in which appli-
cations run. Even in studies that considered context events,
the specific event sequences generated based on a limited
number of scenarios were considered. This has limitations in
terms of finding bugs that occur in various complex contexts.
It is important to discover the unacceptable behaviors of an
app (such as crashes or freezes) that are often reported in
the bug reports of mobile apps and appear when the app is
impulsively solicited by contextual events, such as the alerts
for the connection/disconnection of a plug (e.g., USB and
headphone), an incoming phone call, GPS signal loss, etc.
Therefore, for testing mobile applications, we need a system-
atic testing method to take into account the various conditions
in context-aware systems. This is increasingly needed given
trends in mobile applications due to the advancement in the
novel features and sensors of mobile devices, which reveal new
types of bugs [8].

from  Android devices,
each Android application includes a manifest file,
AndroidManifest.xml, which lists the permissions
[9] that the application requires for its execution and requests
permissions for the resources. By referring to the lists of
permissions, the resources that the applications use for
running Android applications can be inferred easily. The
context events occurred from/by those identified resources,
and the state for each condition can be changed by those
context events. Thus, we use the permissions to generate the
various contexts used for testing Android applications.

To access resources

To test mobile applications in various contexts, we provide
a method for systematically generating various executing
contexts from permissions. In our paper, an executing context
represents a permutation of resource conditions that have
variable states, and Graphical User Interface (GUI) event based
generated test cases [10] can be run in those contexts. The state
of each condition can be changed/sensed/perceived according



to several types of context events, such as:

e events coming from the external environment and
sensed by device sensors (e.g., Wi-Fi and GPS);

e events generated by the device hardware platform
(e.g., battery and other external peripheral port, such
as USB, headphone, and network receiver/sender); and

e  events typical of mobile phones (e.g., the arrival of a
phone call or a SMS message).

The brief procedure for generating various executing contexts
using permissions is as follows. First, the related resources and
their possible states are identified from the permissions. Then,
the various executing contexts are generated by permuting the
resource conditions that have variable states. Finally, the exe-
cuting contexts are prioritized and the part of those executing
contexts are selected. We applied our testing method to two
open-source projects, Open Camera [11] and Subsonic [12].
Experiments reveal that the proposed method is significantly
effective in detecting faults.

The rest of this paper is organized as follows: Section II
contains a discussion of related studies. Section III explains the
definition and the need to use permissions when testing An-
droid applications, and the related resources that can inferred
from the permissions are identified. Section IV explains the
procedure to generate various contexts from the permissions. In
Section V, we present an experiment to evaluate the proposed
approach and discuss the results. We conclude and discuss
future research in Section VI.

II. RELATED WORK

Mobile applications are event-driven systems, but, unlike
other traditional event-driven software systems, GUI [10],
[13]-[15] or web applications [16], they are able to sense and
react to a wide range of events. In the following subsections,
we discuss the related studies that provide methods for testing
Android applications as event-driven systems.

A. GUI Testing

Random testing. The Ul/Application Exerciser Monkey [13]
is part of the Android SDK and generates random user input.
Originally designed for stress-testing Android applications,
it randomly generates pseudo-random streams of user events
such as clicks, touches, or gestures, as well as a number of
system-level events. Monkey testing is a random and auto-
mated unit test. The test is not scripted and is run mainly to
check whether a system or an application will crash. It is easy
to set up and can be used in any application. The cost of using
the testing is relatively small. However, detection of only a few
bugs is possible.

Model-based testing. AndroidRipper [14] is an automated
technique implemented in a tool that tests Android applica-
tions using a GUI model. AndroidRipper is based on a user
interface-driven ripper that automatically explores the applica-
tion’s GUI to exercise the application in a structured manner.
More specifically, it dynamically analyses the application’s
GUI for obtaining sequences of events that are fireable through
the GUI widgets. Each sequence provides an executable test
case. During its operation, AndroidRipper maintains a state
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machine model of the GUI (called a GUI Tree). The GUI Tree
contains the set of GUI states and state transitions encountered
during the ripping process. However, by using generated test
cases that consider only GUI events, it is difficult to find
failures that could otherwise be detected by considering the
changes in the context, which can be influenced by context
events, in which applications run.

B. Context-aware Testing

Amalfitano et al. [6] took into account both context events
and GUI events for testing Android applications. They man-
ually define reusable event patterns—representations of event
sequences that abstract meaningful test scenarios. These event-
patterns are manually defined after a preliminary analysis is
conducted on the bug reports of open source applications.
Based on the defined event patterns, test cases are generated
using the three scenario-based mobile testing approaches that
(1) manually generate test cases, (2) mutate existing test cases,
and (3) support the systematic exploration of the behavior of
an application (an extension of the GUI ripping technique is
presented in [14]). For dynamically recognizing the context
events that the application is able to sense and react at a given
time, events can be deduced from event handlers. In this work,
they also use a set of Intent Messages to figure out the events
that are managed by other application components. This set
can be obtained by means of static analysis of the a Android
manifest file of the application.

The methodology proposed by Amalfitano et al. has some
limitations. The number of scenarios that define relevant ways
of exercising an application is limited because specific event
sequences are considered. By manual analysis by experts, the
events possibly trigger a faulty behavior may not be properly
identified. By analyzing bug history, a sequence of events that
has never occurred might not be chosen, but they may cause
catastrophic failures. These event patterns may need to be
redefined when testing other types of applications. From the
perspective of triggering the context events, the source codes
also need to be analyzed and altered. Moreover, the effective-
ness of the testing approach is evaluated only by measuring
the code coverage. Statement coverage may not be effective
and sufficient enough on fault detection capability [17]. In our
paper, we provide a systematic method of generating various
executing contexts. Since this method may cause to produce
many test cases to be run, we provide a prioritization technique
to rank the test cases in the order of the likelihood of detecting
faults.

III. INFERRING RESOURCES FROM PERMISSIONS
A. Permissions in Android Application

Android uses a system of permissions [9] to control how
applications access sensitive devices and data stores. More
specifically, to ensure security and privacy, Android uses a
permission-based security model to mediate access to sensitive
data (e.g., location, phone call logs, contacts, emails, or photos)
and potentially dangerous device functionalities (e.g., Internet,
GPS, and camera) [18].

To access resources from Android devices, each Android
app requests permissions for resources by listing the per-
missions. Each Android application includes a manifest file,



TABLE I: List of permissions and related resources with their possible states.

[ Permission [ Allows an App to Related Resources[Possible States] [ Android Version |
ACCESS_FINE_LOCATION Access precise location from location sources Wi-Fi[on]off], GPS[on]off], Radio[on]off] Android 1.0 ~
INTERNET Open network sockets Wi-Fi[on|off], Radio[on|off] Android 1.0 ~
CAMERA Be able to access the camera device Camera [on|off], SD card|[free|full] Android 1.0 ~
BLUETOOTH Connect to paired bluetooth devices Bluetooth[on|off] Android 1.0 ~
WRITE_CALL_LOG Write (but not read) the user’s contacts data Radio[on]off] Android 4.0.3 ~
WRITE_EXTERNAL_STORAGE Write to external storage SD card[on]off] Android 1.5 ~
BIND_DEVICE_ADMIN Ensure that only the system can interact with device | Camera [on|off], Flash[on|off], SD card[free|full], Wi-Fi[on|off] | Android 2.2.x ~
VIBRATE Access to the vibrator Vibrator[on|off] Android 1.0 ~
NFC Perform 1/0 operations over NFC NFClon|off] Android 2.3 ~
FLASHLIGHT Access to the flashlight Flash[on|off] Android 1.0 ~
CHANGE_NETWORK_STATE Change network connectivity state Wi-Fi[on|off], GPS[on|off], Radio[on]|off] Android 1.0 ~
CAPTURE_VIDEO_OUTPUT Capture video output LCD[on]off], Camera [on]off] Android 1.0 ~

AndroidManifest.xml [19], which lists the permissions :,f;";';,?:::iisf msb‘:;';ﬁigis

that the application requires for its execution. When the user
wants to install an app, this list of permissions is presented
and confirmation is requested. When the user confirms the
access, the app will have the requested permissions at all times
(until the app is uninstalled). If an application requests the
resource without having the appropriate permission, then the
Android OS may throw a Security Exception or simply not
grant the requested resource [20]. These permission-protected
resources are accessed through the Android API and other
classes resident on the phone. For example, having the AC-
CESS_FINE_LOCATION permission will give the application
access to a number of Android API calls that use resources
such as GPS, Wi-Fi, and Radio.

B. Identification of Related Resources from Permissions

We have used the permissions in an app’s manifest file for
generating various context used for testing Android applica-
tions. By referring to the lists of permissions, the resources
that the applications would (potentially) use for running An-
droid applications can be inferred easily. without analyzing
source codes of the applications. The context events occur
from/by those identified resources, and the state for each
condition can be changed by those context events. Thus, by
using permissions, we can generate various executing contexts
that represent permutations of resource conditions that have
variable states.

The latest Android platform release contains a list of
152 permissions. Among them, we focus on the permissions
related to communicating with the environments, because they
are more critical for making context-aware apps. For each
permission, the related resources with their possible states
are identified in Table L. It is intuitive to identify the related
resources in the permissions of BLUETOOTH or CAMERA.
Meanwhile, in the permission of ACCESS_FINE_LOCATION,
it covers multiple resources such as GPS, Wi-Fi, and Radio. To
consider the variable states of resource conditions, the possible
states are defined in terms of an availability (i.e., on or off).
It is also worth to note that the table is independent to the
features of an app and thus it is reusable.

IV. TESTING ANDROID APPLICATIONS IN VARIOUS
CONTEXTS

Fig. 1 represents the overall procedure for generating
various executing contexts using permissions.
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AndroidMenifest.xml
A. Inferring Resources -=:

from Permissions

“==~| Camera

Possible combinations of
conditions having variable states

B. Generating Various [ context1 | wiFioneps OFF..
Executing Contexts

| Context 2 | Wi-Fi OFF/GPS OFF...

| Context 3 | Wi-Fi ON/GPS ON...

| Context 4 |

C. Prioritizing Contexts | RIS AE CEEE |

| Rank 2: Context 1 |

| Rank 3: ... |

Fig. 1: An overview for generating various contexts after
analyzing permissions.

A. Generating Various Executing Contexts

The executing contexts of an app can be generated by
permuting resource conditions. For instance, if the resources
that an app uses are 7y, re, .., T, and the number of
possible states for those corresponding resource conditions are
N(r1), N(ra), ..., N(ry), then the total number of generated
executing contexts is N(ry) X N(rz) x .. x N(r,). For
example, if an app’s permission has links with Bluetooth,
GPS, and Wi-Fi, then net executing contexts include eight
different permutations because each resource condition has two
candidate states.

B. Prioritizing Contexts

While the generation of executing contexts is straightfor-
ward and easy to automate, the number of generated executing
contexts increases as the number of considered resources
increase. An app is executed on every test case for all the



generated various contexts, and the test runs increase expo-
nentially. Thus, we need to prioritize the executing contexts to
select the contexts to be tested first.

We suggest the two-level prioritizing strategies to rank
the generated executing contexts. The first step is weighting
each resource condition according to the testing objectives
(e.g., testing normal or unacceptable behaviors). To test normal
behaviors of the apps, the executing contexts, in which more
resources are used, should be more highly ranked. Thus,
for example, weights can be assigned to resource conditions
as follows: Wi-Fi[on]=1, GPS[on]=1, Camera[on]=1, and SD
card[free]=1. If the objective of the testing is to detect unac-
ceptable behaviors of an app, then executing contexts related to
the exceptional scenarios should be more highly ranked; thus,
the resource conditions constituting those executing contexts
need to be weighted, such as Wi-Fi[off]=1, GPS[off]=1, Cam-
era[off]=1, and SD card[full]=1. To obtain the score of each
generated executing context, the weights of resource conditions
of the executing context are summed.

In the second step, to distinguish the executing contexts
that have the same scores, we provide the method to assign
weights to individual or combinatorial resources residing in an
executing context. We suggest three criteria—frequency, user
controllability, and minimum required resource conditions—as
follows.

e Frequency. It represents how much a resource is
required via permissions and is to be used in an app. It
counts the identified number of each resource over the
lists of permissions. For example, let an app have the
permissions in Table I, then the frequency of the Radio
resource is four. Thus, frequently identified resources
need can be weighted to test more used resource-
related behaviors of an app first.

e User controllability. It indicates how easily a user
can control a resource. For example, users can en-
able or disable GPS or Wi-Fi but do not control
hardware-related sensors directly. Thus, resources that
are more user controllable can be weighted to test
usable resource-related behaviors of an app first.

e Minimum required resource conditions. The cer-
tain combinations of resource conditions need to be
weighted to test permission-related behaviors first.
The rational of the idea comes from the observa-
tions that several permissions are related to multiple
resources and require minimum resource conditions
to provide expected services to an app. For exam-
ple, the ACCESS_FINE_LOCATION permission uses
three resources, GPS, Wi-Fi, and Radio; and among
the three resources, GPS[on] and Wi-Fi[on] are the
necessary and sufficient resource conditions to provide
the service which is to access precise location from
location sources. On the other hand, if we focus
on detecting faults, the combination of states that
could trigger a faulty behavior (e.g., GPS[on] and Wi-
Fi[off]) could be more highly weighted.

V. EVALUATION

We investigated the two research questions in our experi-
ment.
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TABLE II: Characteristics for each experimental subject.

Name Open Camera (Ver. 1.21) [11] | Subsonic for Android (Ver. 4.4) [12]
Taking pictures and providing | Playing music and video by receiving
Description various features (e.g., zooming, | media files from the stream server
focusing, flashing, and (e.g., personal PC) and supports
coloring effects) offline mode and bitrates

Class # 61 265
Method # 399 1038

LOC # 3,790 16,064

TABLE IV: Bugs that can be detected using our approach.

Open Camera Subnonic
Fault No. [ Bug ID. (refer in [21]) | Fault No. [ Bug ID. (refer in [22])

1 1 1 150
2 2 2 126
3 9 3 64
4 20 4 102
5 3 5 38
6 11 6 82
7 30 7 46
8 31 8 39
9 37 9 35
10 4 10 32
11 28 11 21
12 33 12 8
13 4
14 83

ROQL.
RQ2.

Is our testing approach useful for detecting faults?

Is our prioritization technique effective in detecting
faults?

A. Experimental Design

Two open source projects are chosen as experimental
subjects: Open Camera [11] and Subsonic [12]. We selected
these as subjects because they are open source projects and
their development histories (such as bug issues) are accessible.
They contain a relatively large number of classes and methods
(large size) as well. Table II summarizes characteristics of each
subject.

The testing is performed by running the test cases under
each context. In other words, the same test cases had run in a
iterative manner as much as the number of the (selected) con-
texts. We first execute test cases generated from the Android
GUI ripper tool [10]. They provide the sequences of events
associated with GUI tree paths that link the root node to the
leaves of the tree, but the results of statement code coverage
on the experimental subjects were low (i.e., average from 45%
to 47%). Since GUI-based approaches have limitations for
covering all components, we additionally performed testing by
focusing on the scenarios that users use more frequently and
faulty behaviors may be more occurred.

Table III shows the generated and used executing contexts
for Open Camera and Subsonic. As mentioned in Section IV-A,
the executing contexts to be tested first need to be prioritized
and selected because too many test runs are required, which is
computation-intensive. To test the normal scenario, we select
the context where all resources are on (active). On the other
hand, to test the exceptional scenario, we also select the context
where all resources are off (inactive). The contexts that might



TABLE III: Generated and used executing contexts from our approach.

Executing Contexts ]

Name } Permissi [ Resource[States] [ Total #] Used # |

ACCESS_FINE_LOCATION | W Fi [on[off], GPS[on|off], Rank | Wi-Fi | GPS | Radio | SD card | Camera

ani(ej:lrz[([):rll?(fff]f] o 1 on on on free enable

Open Camera [11] CAMERA SD card " o5 2 off oft off full disable

card[free|full] =2 -
3 on on on full enable
WRITE_EXTERNAL_STORAGE SD card[free|full] 7 | off [on | off | Tfree | enable
INTERNET 'Wi-Fi[on|off], Radio[on]off]
BLUETOOTH Bluetooth [on[off] Rank | Wi-Fi | Radio | Bluetooth | SD card | Audio | MIC | CPU
RECORD_AUDIO Audio[on]off], MIC[on]off] 1 on on on free | enable | on | unlock
READ_PHONE_STATE Radio[on]off] 128 2 off off off full disable | off | lock
Subsonic [12] | WRITE_EXTERNAL_STORAGE SD card][free[full] — o7 3 on on off free enable | on | unlock
WAKE_LOCK CPU[lockunlock] - 4 on on on full enable | on | unlock
MODIFY_AUDIO_SETTINGS Audio[on]off] 5 on on on free enable | on | lock
ACCESS_NETWORK_STATE | Wi-Fi[on]off], Radio[on]off] 6 off on on free enable | on | unlock
READ_EXTERNAL_STORAGE SD card[free[full]
cause faulty behavior are also highly ranked. For example, the =~ B. Results

faults may be more occurred on the situations when SD card is
full (it many cause a problem in file processing) and when GPS
is on while Wi-Fi is off (it may result in logging wrong location
information). When setting these contexts, other resources—
not involving these situations—are set to be inactivated. As a
result, we selected four among 32 and six among 128 executing
contexts in Open Camera and Subsonic, respectively.

Since the subjects are open source projects, we can access
the bug histories of Open Camera [21] and Subsonic [22].
We manually analyzed the issues in those repositories and
extracted the faults that could have been detected if our testing
technique had been used. Then, we execute the test cases
in the contexts generated using our approach and discover
unacceptable behaviors of the app (such as crashes or freezes).
These bugs are matched the corresponding faults extracted
from the repositories. For example, we found a crash (i.e.,
runtime exception: fail to connect camera service) by executing
test cases in the context where a camera is disabled. This
crash can be matched to the faults of camera malfunctions
or exceptions.

To evaluate the effectiveness of our method of prioritizing
contexts, we compare three different sequences of contexts in
which test cases run: the generated order T, the reversed order
T, and the prioritized order T, (which is ranked according to
our prioritization method). The order T is the order generated
from our approach but not prioritized. The generated order
T and the reversed order T, can be regarded as random
sequences.

To quantify the capability of the contexts on fault detection,
we use a metric called APFD (Average Percent Fault Detec-
tion) [23]. The APFD is calculated by taking the weighted
average of the percentage of faults detected over the life of the
suite. The higher numbers imply faster (better) fault detection
rate. Let T be a test suite containing n contexts in which test
cases run, and let F be a set of m faults revealed by T. Let
TF; be the fist context in ordering of T° of T which reveals
fault . The APFD for test suite T" is given by the equation:

TR ATF 4.+ TFy 1

nm 2n’
We also measure the fault detection rate according to the order
of executing contexts.

APFD =1-
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Number of detected bugs. We found 12 out of 38 bugs in
Open Camera, and 14 out of 151 bugs in Subsonic (see Table
IV). This results show that our testing is useful in detecting
faults.

APFD measure. For Open Camera, # of contexts running
with test cases (n) is 32, and # of faults (m) is 12. The APFD
for three orders (i.e., T (generated order), T, (reversed order),
T, (prioritized order using our approach)) are calculated as
follow:

T: 0.92 = 1-(6+1+1+1+149+9+3+1+1+1+1)/384,

T,: 0.62 = 1-(3+9+17+17+17+1+1+14+32+17+17+17)/384,
Tp: 0.97 = 1-(4+1+1+1+14242+42+1+1+1+1)/384.

For Subsonic, # of contexts running with test cases (n) is
128, and # of faults (m) is 14. The APFD for three orders are
calculated as follow:

T: 0.96 = 1-2+1+1+1+14+2+1+1+6+6+1+1+1+1)/1536,

T,: 092 = 1-(10 +1+1+1+1+10+14+14+5+5+1+1+1+1)/1536,

Tp: 098 = 1-(1+11+11+11+19+1+11+20+11+11+4+11+3+11)/1536.

In both projects, the APFDs for T, represent the highest
scores. Note that, in Subsonic, the number of generated
executing contexts is large (i.e., 128) and many of the faults
are detected by small number of the executing contexts, thus,
the APFD measures are not much different in three orders.

Fault detection rate. We present the graphs of fault
detection rate for Open Camera and Subsonic in Fig. 2(a) and
in Fig. 2(b), respectively. The graphs show the percentages
of faults detected versus the fraction of the contexts used,
for each sequence of comparators. For Open Camera, we
(T,) reached to 100% of fault detection rate after running
four executing contexts, while the generated order (T) and
the reversed order (T,) required 9 and 32 executing contexts,
respectively. For Subsonic, our prioritized sequence (T))
reached to 100% of fault detection rate after running six
executing contexts, while the generated order (T) and the
reversed order (T,) required 10 and 20 executing contexts,
respectively. From the results, we can conclude that the
order prioritized using our prioritization method results in the
earliest detection of the faults.

VI

In our paper, we provide a method for systematically
generating various executing contexts from permissions to

CONCLUSION AND FUTURE WORK
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Fig. 2: Fault detection rate graphs.

test Android applications. To generate the various contexts,
the related resources and their possible states are identified
from the permissions. Then, the various executing contexts are
generated by permuting resource conditions, and the executing
contexts are prioritized and selected. We applied our testing
method to two open-source projects and showed the method
is effective in fault detection.

For future work, we plan to consider more permissions and
identify the relations between the resources and those permis-
sions. We also plan to perform the more detailed experiment
for showing the capability of using various contexts. Finally,
we plan to devise the method of considering sequences in our
contexts for simulating dynamically changing environment.
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Abstract—Recommendation system requests huge personal
data, including personal information, purchase history, so-
cial tag/metwork, professional/personal preference, etc. Pri-
vacy preservation gets more and more concern in modern
recommendation system. In this paper, we use surfing data
in single session with context-aware learning to generate an
anonymous user profile for recommendation, which yields very
encouraging results. User profile is generated based on pre-
learned hotel profile with pre-assigned weights. Two major
behaviors are captured to learn the temporary user profile,
which are search and view functions. A novel factor called
“irrelevance” is created to measure the sensitivity of user to
each item of hotel profile based on the surfing behaviors. A
case study on a flight/hotel inquiring and booking website with
different application scenarios and results are analyzed.

Keywords—Context awareness; recommendation system; e-
service; user profile

I. INTRODUCTION

A recommendation system (RS) is a Web technology that
proactively suggests item(s) to user based on side informa-
tion, which could be user historical records or explicitly
stated group preferences. It has been studied for more than
ten years in various application areas, including e-commerce,
e-health, and social network. Algorithms as content-based
filtering [1], [3], [4], collaborative filtering [2], and context-
aware prediction are widely applied [5], [7].

The main aim of a recommendation system is to support
the website adherence on its user and attract new customers,
which might be one of the most critical parameter for
modern e-business. Current recommendation system uses
user historical data to predict the blanks in the utility matrix
(content-based filtering) or historical data of group users
to understand potential options based on similar group of
people (collaborative filtering). Users might be not preferred
to be predicted or do not agree with the prediction, especially
when the search varies or the aim is ambiguous. Many
papers have discussed the challenge on privacy preserva-
tion [7], [8], which raise a big problem for learning algo-
rithm - how can we learn the user profile in an anonymous
way without or with limited historical data?

In this paper, we discuss a novel user profile learning
method, which conduct recommendation with no user his-
torical data. We utilize temporary user interaction (search
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/ view) data, hotel profile, and environment information
with a context-aware learning method to understand user’s
intention, and develop anonymous but effective user profile
for recommendation. This anonymous user profile learning
recommendation system is applied in hotel recommendation
for a travel booking web site and obtained good results.
The article is organized as follows: first, we briefly discuss
existing research and challenge on recommendation system.
In section III we introduce the booking system and three
application scenarios, as well as the major problems and
challenges for hotel recommendation. Proposed learning
methods and recommendation algorithm is discussed in
section IV with results and comparison. Conclusion and
future work are in section V.

II. BACKGROUND

Content-based Recommender System focus on properties
of items, where the recommendation on items is based
on learning the user preference and constraints. It created
user specific item profiles (important characteristics of an
item) and calculate the similarity of items. It predicts items
that user is most likely to be interested in or has highest
tendency will accept. Collaborative-filtering RS focus on
the relationship between users and items. It measures user
similarity for any items to establish a group profile, which
recommend items to a user by voting on the group users.
Content-based RS needs historical data for single user, and
collaborative-filtering RS requires historical data from group
users. Both systems require large data for profile learning,
and might not work when the utility matrix is sparse.

Context-aware RS attracts more attentions as people
realized that taking into consideration on any contextual
information, such as time, place, is important. It might be
critical to incorporate the contextual information into the
recommendation process, especially under certain circum-
stances (i.e. location related recommendation). Context is a
multifaceted concept that has been studied across different
research disciplines [5], where RS utilizes the concept
from data mining, e-commerce personalization, information
retrieval, and other directly related fields. When R : User x
Items x Context — Rating, selecting proper item for
specific user at set up context environment will generate very
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different rating. This is most interesting but challenging part
for a context-aware recommendation system.

III. APPLICATION SCENARIO, PROBLEM AND
CHALLENGES

In this paper, we develop an effective anonymous ho-
tel recommendation system for a travel booking web-
site. who delivers recommendation through email. The
recommendation is based on transition information obtained
within an interaction session, which can be a flight ticket
booking procedure, or an ambiguous hotel inquiry. The main
aim is to increase the hotel booking rate and check-in rate
by applying certain recommendation system.

This booking website provides flight and hotel in-
quiring and booking services. It uses email to conduct
recommendation, which is quite efficient for following ap-
plication scenarios:

o« New coming users, most of them are unwilling to
register or just have a quick search without booking.
We ask these users to leave their email address before
leaving. We believe that the user who has intent to
book a flight/hotel will leave a valid email. We already
observed it during daily operation.

Registered user without log in, which is almost the
same situation as the new user until we found the
email address was registered. Actually, we found that
it made no difference no matter whether the registered
user log in or not. It is hard and almost impossible to
conduct effective on-line recommendation (very low hit
rate make the recommendation annoy).

The potential reasons lie in 2 aspects: one is that
the historical record is sparse for most user which
make the prediction matrix high sparsity with large
uncertainty, and large intra-group variance make the
recommendations deviate from real intention signifi-
cantly. Sometime, the users themselves might not have
clear target hotels before searching.

Users inquiring but did not booking would like to
receive recommendations especially with promotion,
which means the recommendation through email gets
attention if it hits the needs truly. This is another
observed practice.

A. Scenarios

There are three different application scenario might trigger
the recommendation:

1) Promotion proposed by hotel, the RS will send email
to target users.

2) User search flight and finally book one or more
itineraries. This means that the user has logged in.

3) Anonymous user search flight or hotel information but
did not book anything. The email address will be asked
before inquiry and the email input is optional.
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Scenario (1) and (2), user profile (UP) learning with
personal information and historical data is applicable. Price
sensitive customers with previous vacation trip(s) are target
user for scenario (1). RS sends out emails to potential
interested customer, which we call a passive RS. Applicable
strategies are:

« select price sensitive users;
select users having past trips for holiday or vacation
within a time range (e.g. 6 months);

focus on promotion before public holiday.

Scenario (2) and (3) are active RS, where the
recommendation is triggered by user actions. For scenario
(2), static UP will be created for recommendation based on
historical data. A context understanding model will generate
a dynamic UP, and the final recommendation will be rated
based on hybrid static & dynamic profiles. Scenario (1) &
(2) will not be discussed as we are interested in learning UP
with no historical data.

B. Problem and Challenges

We believe that scenario (3) is more applicable and
preferred by user, as most users do want a good
recommendation without leaking too much personal infor-
mation, especially when RS learns their profiles. We claim
that an anonymous UP learned with context in (3) can be
sufficient for RS. That is why we choose scenario (3) as our
typical case for analysis, and the percentage of scenario (3)
is dominant when analyzing the web visits.

In scenario (3), the setup conditions are: a) no historical
data, b) the user is anonymous, c) the destination city is
known, and d) side information such as viewed flights or
viewed hotels is also given. There are two kinds of inquiry
behaviors in scenario (3): 3.a) searching the flight itineraries;
or 3.b) searching hotels in a city (several cities).

In (3.a), useful inputs are: destination, viewed flight(s),
itineraries date/time, and the search date/time. We use BT
for “Business Trip” and PT for “Private Trip” in following
analysis. An item profile is created to learn the intention with
probability of “Business Trip” versus ‘“Private Trip” based
on context understanding:

o Destination and/or any event related to destination
(i.e. a commercial show in the destination city) are
used to calculate P(BT|Destination, Events) and
P(PT|Destination, Events).

Flights being viewed suggests the acceptable and
preferred class and price level. This helps to de-
termine P(BT|FlightClass, ItineraryTime), and
P(PT|FlightClass, ItineraryTime).

Price sensitivity can be inferred from viewed flights
if the user viewed several itineraries. The differ-
ence between itineraries tells the priority of price vs.
time, and the itinerary date tells the flexibility on
the trip. P(BT|PriceSensitivity, TripFlexibility),



and P(PT|PriceSensitivity, TripFlexibility) are
learned.

Viewed itineraries time also helps
the P(BT|Distance on Itineraries
P(PT|Distance on Itineraries Time)
business trip is more time sensitive than price.
Searching date/time, esp. date help calculating
P(BT|Weekday/W eekend, Daytime/Nighttime),

learn
Time),
as the

to

and P(PT|Weekday/W eekend, Daytime/Nighttime).

All the user specific items help to understand the search
purpose and determine whether this is a user who might
be interested in hotel recommendation (with/without pro-
motion). We found that most user search flight itinerary will
make final booking, which suggests that (3.a) can be merged
to scenario (2) by learning context-aware item profile.
Scenario (3.b) is the most critical case and will be studied
in this paper. An anonymous user profile is developed by
combining information from hotel profile (HP) and tempo-
rary user interaction data through a context-aware learning
schema. Major problems and challenges in (3.b) are as
follows:
1) High variation and uncertainty on searching content,
with several times or dozens times of search.
There are 1000+ or 2000+ hotels in metropolis or
megapolis, such as Beijing, Shanghai, etc.
Hotel number varies from dozens to thousands in
different cities, where the room type and price range
vary for same star hotel in different cities.
City functionality and characteristics have high vari-
ance.
Identify target users from non-target users.
Learn user profile and understand user intention for
accurate recommendation.

2)

3)

4)

5)
0)

For the challenge related to city own functionality, we are
not able to tell or utilize the city profile in our model and
we will not count this as side information.

IV. SYSTEM, MODEL AND RESULTS

Figure (1) shows the workflow on this anonymous user
profile learning system using hotel profile and temporary
user data. Hotel profile, including static and dynamic profile,
will be updated in a pre-set period. In parallel, the user
interaction data will be used to learn the user behaviors and
responds according to different hotel profiles. Through the
context understanding we can learn the user intention and
select target hotel(s) for recommendation.

In (3.b), the designed features for HP based on static data
and side information are: 1) GIS/Business Zone; 2) Hotel
Star; 3) Price; 4) Facility; 5) Transportation; 6) Rating; 7)
Room; 8) Promotion; 9) Event. Static and dynamic HP will
be learned from these features, where static feature could
be Business Zone, Hotel Star, etc.; and price, promotion are
dynamic features.
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View: UID/Hotel/Time Stamp

Calculate and save the
likelihood on each user
tendency according to
Hotel Profile

ick up Hotel & Profile
based on City

User Profile
(Behavior/Tendency to HP)

Compute the match score
based on UP and HP;
Generate R(H)

Generate send out email
and send out time according
search time stamp

Select top 9 hotels; UID; side
information (promotion, event);
and suggest send out time

Figure 1. Content-Aware User Profile Learning Recommendation System
Architecture.

The inferred UP will be used to answer two questions:
1) whether we are going to send out email with hotels
recommendation; 2) what hotels should be recommended.
Before creating HP and UP we need to filter out inquires
made by agent software such as web crawler. The inquiry
with number lager than 100 times contains most random
inquires (such as random selected city names), which is very
likely to be the scans made by the agent software, and should
be removed. This kind of inquiry will be outliner in learning
UP and introduce large deviation to real user intention.

A. City and Hotel Profile

We generate HP with different feature sets and weights
according to the city. City type also determines how likely
we will send out the recommendation to potential user.
Table I shows the city category, size, classification rule,
features, and methods for HP generation. Category of a
city determines which feature set we would like to apply
in HP for hotels in that city. Here we use megapolis city
as example, which will have all features as we mentioned
before.

The HP development is a score calculating and weighting
process, where we treat each feature independently. The
correlation will be considered during learning the UP based
on HP:

« Hotel star is a simple but typical static feature, which




TABLE I
CATEGORY ON HOTEL PROFILE FEATURES ACCORDING TO THE DESTINATION CITY.

CATEGORY | SIZE CLASSIFICATION FEATURES HOTEL PROFILE

RULE GENERATION

Co MEGAPOLIS BEIJIING, SHANGHAI, SHENZHEN, ALL FEATURES CB + CF

GUANGZHOU, TIANJIN, CHONGQING

[&) METROPOLIS | N1 < Numpoter < No NoO GIS/BUSINESS ZONE CB + CF

[ CITY No < Numpoter < N1 No GIS/BUSINESS RULE-BASED
ZONE/ROOM FILTERING

Cs TOWN Numpgoter < Na NO GIS/BUSINESS ZONE/ RULE-BASED
TRANSPORTATION/ ROOM/RATING | FILTERING

Cy SPECIAL HONGKONG, MACAU, SANYA, TRANSPORTATION/ROOM/ CB

HOT SPOT OR SEASONAL HOT SPOTS PROMOTION /EVENT

is grouped into 4 ranges naturally (‘two star & below’
are put together in a single range). Each hotel can be
only assigned in one of the range.

Price is a typical dynamic feature; and to be simple,
we put hard edge on the price range. There are total
10 ranges from O to oo. Each hotel can have room in
multiple price range, and all occupied price range will
be marked for a hotel daily.

Transportation is important but hard to quantize. We use
the time to any transportation center as score, where this
parameter has less impact than the GIS/Business Zone,
especially in metropolis or megapolis city. In our case
study, we will not use this feature for HP generation.
Normalized rating score collected from Hotel Evalu-
ation Website is used directly. This feature has small
impact for HP.

Facility only counts in WiFi, breakfast, parking, which
has 0/1 value, corresponding to yes/no.

Business Zone (BZ) is a unique feature used in this
travel booking website, which can be treated as a
demographic GIS area. There are about 50 to 100 BZ in
metropolis or megapolis city. Each BZ has one unique
index number (in each city), where the index does not
have numerical meaning and cannot be grouped based
on the value.

B. User Profile and Ranking Model

We select user whose inquiry time is 10 - 50 as target
user. We define ‘behavior’ as the operator conducted in the
web page. In each successful inquiry, the UP will have
accumulated score updated based on the user’s ‘behavior’.
The detailed calculation will be discussed late, and ‘be-
haviors’ combined with HP will generate different scores.
‘Behaviors’ are:

1) ‘Search’: defined as Useqren (). Considered parameters
inclue price range (p), star (s), business zone (z), and
facility (f) as Usearcn (P, S, 2, f). The parameters and
the Usearcen() expressions are:
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Usearch(P), where P = [Minpyice, MATprice) 18

the price range from min to max.

Usearch(stary) + Usearch(stars) if multiple

star hotels are selected.

Usearch(2), where zone only has single value.

facility has 3 categories, and the parame-

ters can be written as Usearch(facility,) +

Usearch(facilitys) + Usearch(facilitys).

2) ‘View’: defined as Uy e, () with only single parameter
‘Hotel” as there is no specific information provide by
the user. We will use hotel profile in this parameter.

3) ‘Order’: contains historical data, which will not be
used in UP learning but for validation.
4) ‘Count’: defines the number of a specific ‘behavior’

happened in a user. The parameter iS Useqren() and
Uview()~
Users have both view and search record in single inquiry
(one event), and the score calculated by Useqren() Will have
larger weight. Score tells how far the user is interested in
this feature and will be calculated for each feature based
on Usearen() and Uyiew (). The calculated individual feature
score will be normalized, weighted with user sensitivity on
this feature, and then summarized for final ranking. There
are 2 different score calculation methods:

o Unique feature for a hotel (i.e. star, zone), the search
will have twice counting on ‘search’ than ‘view’. For
example, the score for star i: Star; score = 2 X
num(U search(star;)) + num(Uview(H otel.star
i)), where i € [2,5].

o Features having multiple parameters (i.e. price):

1) Each Useqren(p), a 10 element vector a (1 x 10) is

created based on price(minPrice, maxPrice).
The searched or viewed price ranges falling in
the (minPrice, maxPrice) is marked with 1 in
corresponding elements in a.
Each Uy;e, (Hotel), vector b (1 x 10) is created
based on hotel profile, where the price ranges
learned from HP is marked with 1 in correspond-
ing elements in b.

2)



3) Price score is the summary of all vectors:
Upricescore = a; +b;, i = 1,..., M, j
1,...,N.

o Hotel rating is summarized based on search and view

hotels, and normalized. Similar work for transportation.

o Other binary features (promotion and event) take value

of 0/1 based on hotel/city daily updated status, meaning
Yes/No.

Two weights w; and w; are applied to modeling the user
true intention upon the calculated feature scores; where w;
represents user sensitivity and w; represents confidence. We
use (‘zone’, ‘star’, and ‘price’) as example to calculate w;
and w; and explain the main ideas. Let’s assume a megapolis
city, which has zone index (1-70), hotel star (2-5), and price
range (1-10). A user UID ‘001’ has 20 view records.

w;: no previous information on user preference, we
assume each feature set is uniform distributed.
Use ‘zone’ as example, the sensitivity can be calculated

YT Leone(ir)

as: Wi zone = ,]i:l Z:,:l FRTRSE where N = 70,
R = 20, and fzone i1s the indicator function with
Lone(i,) = 1 when the i*" zone is selected in the
rt" record.

w; for ‘star’ and ‘price’ are calculated in the same way.
e wj: variance level works as confidence.

1) Feature ‘star’ and ‘price’ have numerical mean-
ing on their values. We use inversed Lo dis-
tance between selected parameters as confidence.

1

Wj,star = Zi?.n:1(smrm_8tm‘")2 :

Feature ‘zone’ has no numerical meaning on its
index. We use occurrence vector and standard
deviation to model the zone confidence. For
example, we have zone; view record m; =
{1,1,0,0,0,0,0,1,1,0,0,1,1,0,1,1,0,0,0, 0},
where 1/0 means selected/no. Then the standard
deviation D; represents how reliable this user
like zone;. Averaged all 70 D; we can final
confidence D as w; one-

2)

Ranking model is to calculate the likelihood of each hotel
that user might be interested. Given

* Wi,

o Wj,

o features for destination city (Foy := {Fj,j =
1,...,nct});

where n.; is the total number of features. We calculate

R(H) = Y0 wy x 310, w; x HP(F,); where HP(Fy)
is the hotel profile (given city and its specific features).

C. Validation and Results

Performance validations are conducted in two categories:
1) user inquires hotels and make the booking at the same
day (noted as T, s = 0); 2) user inquires hotels, does not
make booking instantaneously but book the hotel within
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10 days (note as T ser 1). We use Tiser 2 to
refer user never make the booking (including user did not
input email address). Category (2) is verified with UID
and associated email address, where the email address was
obtained during inquiry and late booking. Only users used
same email address are considered as same user and will be
used for validation as Ty s = 1. The comparison is made
between the real booked hotel and our recommended top
9 hotels. It means anyone of our recommended 9 hotels is
the same hotel as the user booked hotel, we counted as a
successful hit.

Table II shows the number of people with 3 situations
stated above in a 7 days’ record. A clear pattern of weekday
vs. weekend is shown, especially for T)s.., = 2. This
information will be used in determine sending email time.

TABLE II
USER NUMBER AND DISTRIBUTION.

DAY | TOTAL | Tyser =0 | Tuser =1 | Tyser =2
1 1396 148 595 653
2 1329 175 591 563
3 1314 128 596 590
4 1311 142 573 596
5 1363 142 628 593
6 942 119 448 375
7 837 84 399 354

Table III shows the hit rate on hotels for 2 validation
tests. From this table we find that we have obtained pretty
good hit rate in a fully anonymous way, which means this
system is valuable. Also, the hit rate of T, .. = 0 is less
than Ty 5. = 1 (almost half) might due to fewer records
for Tyser = 0. People make book at the same day always
have clear target with less inquiries. Actually, for our RS,
Tyuser = 1 is our target people and the hit rate is fairly good.
The calculated R(H) values also give us a clear boundary
on Tyser = 1 and Tyser = 2 people, which is useful to
determine whether we need to send out recommendation.

TABLE III
HIT RATE FOR T'user = 0 AND Tuser = 1.

DAY Tuser =0 | Tyser =1
1 21.62% 41.17%
2 28.00% 47.55%
3 26.56% 47.48%
4 26.35% 42.11%
5 23.24% 42.19%
6 26.05% 44.19%
7 26.19% 41.85%
AVERAGE 25.43% 43.65%

V. CONCLUSION AND FUTURE WORK

In this paper, we address several major challenges in
context-aware RS. An anonymous user profile-learning



schema allows we provide a recommendation with privacy
protection. Target users are separated from others success-
fully. The final hit rate from validation result indicates
that it is feasible to design RS in an anonymous way
under some circumstance. We also address challenges in
context representation and semi-structure log data analysis,
which are very critical in RS. Well-designed architecture
ensures the RS work in an efficient way providing real time
recommendation.

There are two major concerns for the future work. One is
designing sophisticated HMI to understand the user intention
(some initial work [9]), to explain the rationale behind
recommendation to end-user. The recommendation could
be a decision or action. The RS can have high risk in
determining what to recommend, especially smart decision
support. This requires integration on context awareness, user
intention understanding, and recommendation expression as
a whole picture. The other is Meta data design for map-
reduce structure to handle big data challenge. For a big data
flow on line processing system, it is necessary and important
to have parallel processing capability. Immigrate this RS to
a cloud based structure should be next step.
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Abstract—Recommendation systems have been used in several
application domains, most recently for TV (Digital TV, Smart
TV, etc.). Several approaches can be used to recommend items,
tags, etc., mainly based on user feedback. However, in the Digital
TV domain, user feedback has to be done generally by using
the remote control, which should be avoided to improve user
experience, since assigning explicit feedback to items is restricted
by the characteristics of this domain (difficulties when typing with
the remote control, etc.). Moreover, in the Smart TV environment
several types of items can be recommended (movies, musics,
books, etc.). Thus, the recommendation should be generic enough
to suit to different content. To solve the problem of acquiring
explicit feedback and still generate personalized recommenda-
tions to be used by different Smart TV applications, this work
proposes a recommendation architecture based on the extraction
and classification of terms by analyzing the textual descriptions
of TV programs present on electronic programming guides. In
order to validate the proposed solution, a prototype using a real
dataset has been developed, showing that using the recommended
terms it is possible to generate final recommendations for different
Smart TV applications.

Keywords—Digital TV, Term Classification, Term Recommen-
dation.

I. INTRODUCTION

Due to the significant growth in recent years of medias
such as TV and Internet, the access to information has be-
come increasingly easy. Therefore, a new range of services
and information are available for users. However, given the
large amount of content available, it is difficult for users to
find relevant information [1]. In this context, recommendation
systems (RSs) are presented as important tools, because they
help users to select items and contents.

Recommendation systems work with the concept of items
and users, where “item” is the general term used to denote what
is recommended and “user” is the term used to represent who
consumes the recommendation [11]. To perform personalized
recommendations, in general, RSs need to identify the main
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features of users or items (e.g., item descriptions, user histo-
ries, user ratings, etc.). These features are used to construct
profiles, which are generated from the extraction of dataset
information.

RSs can be used in different application domains to help
users make better choices [11], [8], especially in Digital TV
(DTV), where a large number of channels, programs and the
content diversity complicate the user decision making [9]. In
DTV, user profiles are usually generated by analyzing their TV
viewing history, whereas item profiles are usually generated
by extracting information from the electronic programming
guide (EPG) [15], which provides program details, such as
title, description, categories, etc. Besides the content diversity
of Digital TV, with the advent of Smart TVs, which integrate
features of the Internet and Web 2.0 on TV devices [3],
the range of options for users has become even greater,
since they can access information from multiple applications
with different types of items. In addition of programs and
channels, Smart TVs applications can recommend items of
distinct types, such as movies, news, videos, musics, etc.
Thus, given the heterogeneity of applications, the Smart TV
domain demands an approach that ensures interoperability of
recommendations, otherwise recommendation systems have to
be developed for applications of different contexts, or at least
different components of these RSs must be developed based
on item types or features, such as the profile managers, where
for each application an user would have a different profile.

Although some previous works focus on recommendation
architectures applied to DTV / Smart TV [2], [3], [7], they
normally deal with the recommendation of specific items (i.e.,
TV programs). However, many recommendation approaches
can be applied with different features and goals, such as
recommendation of terms, tags, etc.

In the recommendation of tags, for example, the model
based on user feedback is well known [16], where the user
assigns tags to several items, but this model is not suitable
for the domain of DTV, since the action of assigning tags
and giving explicit feedback in DTV is restricted by user



experience requirements, which demand the use of the remote
control as less as possible [2], because watching TV and typing
with it at the same time is a time consuming and difficult task.
So, ways of acquiring implicit information in DTV need to
be investigated, such as the extraction of terms from program
descriptions present on the EPG.

Hence, DTV / Smart TV domain presents two important
specifications that were not faced together in previous works,
all the information must be implicitly collected and the recom-
mendation must be generic enough to suit to different contexts.
In our work, we propose a recommendation architecture based
on the extraction and classification of terms from TV program
descriptions. The main steps of the proposed solution are as
follows:

e Profiles generation: despite the great number of
different types of application users can interact, they
consume the same type of item, TV programs. In our
work, we build user profiles based on their TV viewing
histories (i.e., programs they watched before), hence,
the users have a unique profile independent of the
applications they interact;

e Term extraction and classification: to represent the
items (i.e., TV programs) we extract terms from
program descriptions. In order to generate a generic
recommendation, we classify extracted terms based on
EPG categories, hence, it is possible to identify terms
related to a given application, for example, terms of
sports;

e Recommendation: instead of recommending pro-
grams only, we recommend classified terms based
on program recommendation. Our main goal is to
generate an intermediary recommendation, thus, it is
possible to recommend different items, since the final
recommendation for different applications can be pro-
cessed from the term recommendation, avoiding the
need to develop different RSs to different applications.

In order to validate the proposed solution, we developed
a prototype using a real dataset, recommending two types
of items, movies and books. The prototype consisted in the
generation of two recommendation adapters, where the final
recommendation was processed from the term recommenda-
tion. It showed that is possible to recommend for different
Smart TV applications based on terms classified by EPG
categories.

II. RELATED WORK

Similar to other areas, Digital TV suffers from information
overload due to the growth in the number of TV programs
and channels. Therefore, some studies are focused on this
application domain [2], [3], [7], [12].

Chang et al. [3] proposed a TV program recommender
framework for Smart TV, addressing several issues (such
as accuracy, diversity, novelty, etc.), which contains three
components: TV program content analysis module, user profile
analysis module and user preference learning module.

Bambini et al. [2] described the integration of a rec-
ommendation system into FastWeb, a large IP Television
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(IPTV) provider. The recommendation system implemented
both collaborative and content-based techniques, in order to
recommend programs and videos on demand.

Krauss et al. [7] proposed a system (TV Predictor) that
includes recommendation mechanisms to Smart TVs, aiming
to generate personalized program guides, which consist of
personal channels for each user. Additionally, the TV Predictor
Autopilot enables the TV set to automatically change the
currently viewed channel, allowing the user to watch the
personalized programming without further user input.

Unlike previously mentioned works, which intended to
recommend specific items (i.e., TV programs), in this work
the main goal is to propose an architecture to recommend
terms that can be used by different Smart TV applications. The
terms are extracted from textual descriptions of programs and
classified based on program categories specified on the EPG.
Thus, additionally to the program recommendation (component
of the proposed architecture), which is processed by the
analysis of user viewing histories, the recommendation of
terms is also generated. Therefore, the proposed architecture
aims to make the process of generating recommendations for
applications of different contexts easier, and this is the main
difference among this work and others mentioned before.

As a large part of content available is presented in textual
format [13] (EPG, for example), some works focus on text
categorization [13], [16].

Rossi et al. [13] proposed a textual document categorization
algorithm to define a model inspired on a bipartite heteroge-
neous network. The network consists of two different types
of objects: documents and terms extracted from their textual
descriptions, in which the training set has some previously
classified documents, and the induction consists of assigning
weights to terms related to the known document classes.
In our work, we adapt the proposed approach to perform
the term classification phase, considering each program as a
document and program categories as bipartite network classes,
as illustrated in Figure 1. Each program on the EPG has
its predefined categories, so the adaptation aimed only to
identify the relationship between terms extracted from program
descriptions and categories.
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Fig. 1: Bipartite heterogeneous network.

III. PROPOSED SOLUTION

In this section, we present the proposed recommendation
architecture, that aims to generate term recommendations by
following Digital TV domain specifications to maximize the
user experience while watching TV, which are as follows:



e Different applications: several kinds of Smart TV
applications can be added to the Digital TV domain,
featuring different types of items such as books,
movies, news, etc. Thus, the generated recommenda-
tion must be intermediary, i.e., it must be possible
to generate a final recommendation from it, ensuring
interoperability;

e Remote control as interaction source: user inter-
acts with TV through the remote control. Therefore,
to avoid the use of this device and maximize user
experience while watching TV, information must be
collected by implicit feedback;

e Implicit feedback: Digital TV implicit feedback cal-
culation is different from other domains (e-commerce,
etc.), since there is a period that a user can consume
an item. For example, if a program is presented once a
week, a given user can only watch it on the exact day
and moment of its transmission. Thus, we calculate
a user implicit feedback by dividing the number of
times a program was watched by the number of times
it was presented;

e EPG with predefined categories: unlike other do-
mains, items in Digital TV (TV programs) generally
present two categories specified on the EPG. There-
fore, with program descriptions and their respective
categories it is possible to identify the relationship
between terms extracted from descriptions and cate-
gories (action, sports, news, etc.). So, it is possible to
recommend terms of a specific category related to an
application, i.e., to personalize term recommendation
by categories (action terms, news terms, sport terms,
etc.).

An overview of the proposed architecture is shown in
Figure 2, with the following components:
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|
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P Classification 4 |
|
|
|
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=
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Program |
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I
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Recommendation
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T
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Fig. 2: General architecture.

e Data Management: collect (1) and manage informa-
tion to generate user and item profiles (3 and 2);

e Text Classification: classify terms extracted from
textual descriptions present on the EPG based on
program categories;
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e Recommendation Systems: generate program and
term recommendations based on user and item profiles
(3 and 2) and classified terms (4);

e Recommendation Adapters: generate final recom-
mendation (7) from the term recommendation (6);

e  Repository: store and retrieve (5) information from
user and item profiles.

A. Data Collection and Management

The data collection of TV programs and users is performed
by the Data Collector (Figure 2), which is a common element
of recommendation architectures [2]. In the proposed archi-
tecture, program information is extracted from the EPG, while
user information is collected implicitly by the analysis of their
TV viewing history.

The Profile Manager (Figure 2) is responsible for managing
the information collected from the data sources (1) and aims to
create user and item profiles that are stored in the repository
(5) and, subsequently, used during classification and recom-
mendation phases.

Program profiles are formed by their textual features ex-
tracted from the EPG (e.g., title, description, categories, etc.).
On the other hand, to create user profiles we calculate the
implicit feedback by counting the number of times a user u
viewed a particular program p and how often this program is
weekly presented, and apply Equation 1.

Tup = Hﬂ x5, f, >0, (1)

where v,,,, is the number of times the user u watched the
program p and f, represents the number of times the program p
is weekly presented. The obtained rating is a normalized value
from 1 to 5. An example of applying Equation 1 is shown in
Table I, for example, user 1 watched program 1 three times in
a week, and the program is presented three times in the same
period. Thus, the user implicit feedback is 5.

TABLE I: Implicit feedback examples

User Id Prog Id Prog week User watch  Impl rat-
freq freq ing

1 1 3 3 5

1 2 1 1 5

2 1 3 1 2

2 3 7 5 4

User profile information (3) is used by the Recommen-
dation Systems component (Figure 2) to generate recommen-
dations. On the other hand, item profile information (2 and
3) is used by the Recommendation Systems and by the Text
Classification component (Figure 2), which processes term
extraction and classification.



B. Term Extraction and Classification

This step consists of extracting terms from TV program
descriptions (performed by the Term Extraction component
(Figure 2)) and classifying them based on program categories
(performed by the Network Builder component (Figure 2)).

The term extraction is performed by mining TV program
textual descriptions to retrieve representative terms. To accom-
plish this task, we first discard stop words (less significant
words such as prepositions, articles, etc.) [4]. Then, we perform
stemming (reduce words to roots) [4]. At the end, each program
will have a vector of terms where each position in this vector
corresponds to the frequency of the term on the program
textual description.

The term classification consists of categorizing previously
extracted terms into EPG categories. Since each program on
the EPG has usually two predefined categories, it is possible to
identify the relation between term and category through their
co-occurrence. At the end of this phase, each term will have
a weight assigned to the categories.

To perform the term classification, we construct a bi-
partite heterogeneous network, which consists of a network
G = (V,E,W) with different types of objects V, a set of
connections between objects £ — no link between objects of
the same type is needed — and a set of connection weights
W [13].

Our bipartite network is an adaptation of Rossi et al.
[13] proposed one, including two types of objects: terms
and programs. The term weight set is given by the matrix
W = {w! ... wl}T, where  is the number of terms extracted
from program descriptions and w;; is the weight of the term ¢
to the category j. The matrix W has dimension a X ¢ where
¢ is the number of categories. The TV program categories
are represented by the vector ¢ = {ci,...,¢|c|}. The terms
extracted from program descriptions are represented by the
vector f = {f1,..., fa}. Each object of the program type
has a weight vector for the categories, which is represented
by the matrix Y = {y,...,yl}", where 0 is the number
of programs available, and y; receives the value 1 if the
program k has the category j, 0 otherwise. The weight of
the relation between programs and terms is given by the
matrix D = {d],...,d}'}", each position dy; represents the
frequency of a term ¢ in the description of a program k. The
matrix D has dimension 6 X a.

The goal of this classification step is to construct the
matrix W. To accomplish this task, we use the IMBHN
algorithm [13], which allows inferring the influences of each
term for program categories. The IMBHN algorithm performs
the process by minimizing the cost function given by Equation
2 [13]:

QW) =4 (S0, Sy (class(S dyiwiy) — uy)?)

Z‘?}:l ZZ:l 67"7'07"%]') ?

N[—= N

(@3]

where,
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class(z diiw;;) =

i=1

1 ¢ =argmax(D_y; dgwij)
0 otherwise

3

The algorithm aims to minimize the squared error between
the predicted and real values of the program categories. Gradi-
ent descent (Least-Mean-Square [13]) adjusts matrix W until a
minimum error or a maximum number of iterations is reached
(i.e., algorithm stop conditions').

C. Term Recommendation

Before generating the term recommendation, we analyze
user and item profiles to process program recommendation,
in order to identify appropriate items for users, this task is
performed by the Program Recommender component (Figure
2).

In this work, we generate lists of recommended programs
for users by using a hybrid recommendation system, which is
generally a combination of collaborative filtering and content-
based approaches, however, any recommendation techniques
can be applied. For collaborative filtering we used Matrix Fac-
torization’> (MF), in which learning is performed by stochastic
gradient descent [6]. Additionally, we analyze user profiles
and include into MF recommended lists, programs with ratings
greater or equal to 3 in user histories.

Finally, we generate term recommendation through the
Term Recommender component (Figure 2). As each recom-
mended program has a vector of terms extracted from its
descriptions (Term Extraction (Figure 2)) and classified by
EPG categories (Network Builder (Figure 2), the weight of
a recommended term ¢ for a user u is given by:

| Pul
1
T = R > fip X Tpu, | Pul >0, )
u p=1

where |P,| is the number of recommended programs
containing the term ¢ to the user u, and f;, is the number
of occurrences of the term ¢ on program p description and
Tpy 1S the recommended rating to the program p for the
user u. Thus, terms more frequent in recommended program
descriptions tend to receive a higher weight. Using this weight,
an application can use recommended terms according to its
own requirements.

D. Recommendation Adapters

Recommendation Adapters (Figure 2) are responsible for
generating the final recommendation (7), which is used by
the Client Applications (Figure 2). Thus, for each application
a corresponding adapter must be created, which uses (6) the
Recommendation Service (Figure 4.2).

Imaximum number of iterations = 1000, minimum error = 0.01.

2We use MpyMediaLite Recommender  System  Library -
http://www.mymedialite.net/.



We create a recommendation adapter based on categories
related to the corresponding application and its list of users
(7), which are reported to the recommendation service (6),
and then the lists of recommended terms to users are returned
(6), such as, terms of action, comedy, sports, etc.

A possible technique to generate final recommendation is to
compute the similarity between vectors of recommended terms
and vectors of extracted terms from textual information of
recommendable items (e.g., movies, books, news, etc.). Here,
we use the cosine similarity [14], which compute the angle
between two vectors (common terms) x and y of size m.

An illustration of the final recommendation generation is
shown in Figure 3, where we want to select the most suitable
drama movie to the user interest among three possible choices
(i.e., Movie 1,2,3). The first step is to obtain the user recom-
mended terms of drama (i.e., user feature vector for the drama
category), then, we extract terms from movie descriptions, in
order to create each movie vector of terms (i.e., movie feature
vectors). Finally, we calculated the cosine similarity among the
user feature vector and each movie feature vector. Thus, based
on the calculated similarity, Movie 3 is the best related to the
user interest, since it achieved the greatest similarity, which
means that Movie 3 feature vector and the user feature vector
present a greater number of common terms.

Terms extracted
from movies

Recommended
terms

Similarity =0.7

SHONGGHE a0
=" DOWer e Inegen— ———— —
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ties
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0Tt

=
ool
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Celﬁe(_r)oyJ I’]g Strong

Fig. 3: Example of final recommendation generation.

IV. VALIDATION

In order to validate our solution we used a real dataset,
which consists of information about TV users and their view-
ing histories. To collect the data we conduct a survey, where the
participants filled a form® with information about the programs
they usually watch and their corresponding frequency view
during a week. The dataset is composed of 63 users, 112
programs and 29 types of program categories.

The main goal of the validation is to proof the interop-
erability of recommendations, i.e., recommend different items
from the term recommendation. Thus, we developed a proto-
type, which consists in creating two recommendation adapters

3http://goo.gl/KEDKWt
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to recommend for the 63 users two different items, books and
movies. The proposed architecture should be integrated into
a DTV architecture. However, for matters of validation the
process took place in a desktop environment.

To generate the final recommendation (books and movies),
we create two recommendation adapters, one for each type of
item, where the following steps were performed:

1)  We specified EPG categories related to the book and
movie applications (e.g., action, adventure, comedy,
drama, police and thriller);

2)  We determined the list of users of each application,
here we considered the 63 participants of the survey;

3) Then, we processed term recommendation by cate-
gory, i.e., for each user we got recommended term of
action, adventure, comedy, etc.;

4)  After obtaining the recommended terms, we gener-
ated the final recommendation of books and movies.
The process was performed as follows: first, we
mined item descriptions to extract representative vec-
tors of terms. Then, we calculated the similarity (i.e.,
cosine similarity) between recommended terms by
category for each user and extracted term vectors,
recommending items with greater similarity.

The proposed approach can be used to recommend different
types of items (such as videos, news, products, etc.), since
they have textual description and related categories. Therefore,
the same way the movie and book recommendations were
processed it could be done for other types of items.

In order to evaluate our solution, we compare it with
a non-personalized approach (i.e., without classification and
recommendation), in which the user feature vector consists
of the occurrence of terms extracted from user histories, i.e.,
the weight assigned to each term here is given by its number
of occurences in program descriptions. The main research
question we want to answer is the following:

P1 - The use of our personalized approach (PA) improves
the precision of the final recommendation compared to the
non-personalized one (NP)?

To answer that, we formulate the following hypotheses:

Hy: The precision of PA is greater then NP for category c
and item .

Where c is a category of type action, adventure, comedy,
drama, police or thriller, and ¢ is an item of type movie or
book. So that, we have 12 hypotheses.

Since the assumption of normality was not met based
on Shapiro-Wilk test, we used the non-parametric test of
Wilcoxon signed-rank (95% confidence, i.e., o = 0.05).

In Table II can be seen the results of movie recommenda-
tion precisions, i.e., the mean of the precisions (P@5*) calcu-
lated for each user, and the p-value related to the hypothesis
tests, where we conclude that our solution outperformed the
NP approach for the categories action, police and thriller. For
the remainder, the two approaches are statistically equal.

4Given a category, how many of the top 5 recommended movies are of that
same category?



TABLE II: Movie recommendation precisions

Categories
Act. Adv. Com. Dra. Pol. Thr.
PA 66% 44% 34% 23% 44% 38%
NP 50% 45% 34% 26% 20% 30%
p-value  1e-06  0.44 0.22 082  4e-11  7e-06

In Table III can be seen the results of book recommendation
precisions, i.e., the mean of the precisions (P@4°) calculated
for each user, and the p-value related to the hypothesis tests,
where we conclude that our solution outperformed the NP
approach for all studied categories, except for drama.

TABLE III: Book recommendation precisions

Categories
Act. Adv. Com. Dra. Pol. Thr.
PA 47% 33% 20% 7% 44% 74%
NP 42% 25% 14% 29% 23% 38%
p-value  0.04  0.001 0.01 1 1e-09  8e-11

Finally, we can conclude that the use of our solution of ex-
traction, classification and recommendation of terms achieved
better results for both, movie and book recommendations.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a recommendation architecture
based on the extraction and classification of terms from TV
program descriptions, applied to Digital TV domain. The
proposed approach for the term extraction is important to
overcome problems arising from the interaction constraints
between users and TV. Another significant contribution is
the term classification and recommendation approach, which
allows different applications to use the generated recommen-
dations, which is not possible in approaches that recommend
items.

The prototype showed the feasibility of the proposed so-
lution, ensuring that is possible to recommend different items
using the term recommendation approach. Thus, to generate
the final recommendation to a given application, it is only
necessary to create a corresponding recommendation adapter,
which uses the term recommendation based on the categories
from the EPG closely related to the application. So that, only
the recommended terms that have higher weight for these
categories are returned.

As future work, a study about different ways to extract
terms will be carried out. Some works have focused on
the extraction of product attributes [5], [17]. The proposed
approaches in these studies can be evaluated and integrated
to the current proposal with the aim to obtain a better repre-
sentation of TV programs, and hence, to get more significant
recommendations.

As the solution proposed in this paper is based on the
extraction of EPG content, which in some cases may contain
reduced information [10], a possible future work is to investi-
gate ways to obtain data from different sources to enrich the
EPG information, and improve the textual representation of
TV programs, for example, using information from Wikipedia®
[10].

5Given a category, how many of the top 4 recommended books are of that
same category?
Ohttp://www.wikipedia.org/
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Abstract—Recommendation systems are software tools and
techniques that provide customized content to users. The col-
laborative filtering is one of the most prominent approaches in
the recommendation area. Among the collaborative algorithms,
one of the most popular is the k-Nearest Neighbors (kNN)
which is an instance-based learning method. The KNN generates
recommendations based on the ratings of the most similar users
(nearest neighbors) to the target one. Despite being quite effective,
the algorithm performance drops while running on large datasets.
We propose a method, called Restricted Space KNN that is based
on the restriction of the neighbors search space through a fast
and efficient heuristic. The heuristic builds the new search space
from the most active users. As a result, we found that using only
15% of the original search space the proposed method generated
recommendations almost as accurate as the standard kNN, but
with almost 58% less running time.

Keywords—knn, recommendation systems, collaborative filter-
ing, space restriction.

I. INTRODUCTION

The emergence of Web 2.0 brought a significant increase in
the volume of information available on the Internet, contribut-
ing to the information overload problem [10], that overwhelm
the user with useless (in most cases) choices. Hence, recom-
mendation systems (RS) [15], [1], [17] gained prominence
and became very attractive for both the production sector and
academic field. These systems bring together computational
techniques in order to provide custom items (movies, music,
books, etc.) to users, thus facilitating their choices. In the rec-
ommendation area, a prominent approaches is the collaborative
filtering (CF) [22] that recommends items based on ratings of
users with common interests to the target user. The state-of-the-
art in recommendation field is formed by latent factor models
[18], where some of the most successful implementations are
based on Matrix Factorization (MF) [12]. In its basic form, the
MF characterizes users and items with vectors of latent factors
inferred from the pattern of the rated items. The latent factors
represent aspects of physical reality, but we can not specify
which aspects are these, therefore it is impossible to justify
the provided recommendation.
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Considered state-of-the-art, before the emergence of latent
factor models, the k-Nearest-Neighbors (kNN) [11], [20], [21]
is an instance-based learning algorithm. In the recommendation
area this method is widely used as a collaborative technique
for rating prediction. In contrast to latent factor techniques,
the kNN recommendations can be justified, since they are
generated from the nearest neighbors data. The main limitation
of kNN is that its performance is inversely proportional to the
size of the dataset. As the number of users and items grows, the
computational cost to apply the method rises quickly, which
decreases its time performance.

In this paper, we propose a collaborative method to reduce
the running time and accelerate the nearest neighbor search,
called Restricted Space kNN (RS kNN). This method restricts
the search space to a percentage p of the original one, using a
heuristic based on selecting the most active users. As a result,
we found that with only 15% of the original space it is possible
to generate high accuracy recommendations, but with almost
58% less running time.

This paper is organized as follows: In Section II, we present
a background of the recommendation area. In Section III, we
describe the related work. In Section IV, the proposed method
is presented. Section V contains a description of the experiment
conducted and its results. Section 6 refers to the conclusion of
the work.

II. BACKGROUND

In this Section, we present basic concepts of the recom-
mendation area, that will allow to understand the proposed
method.

A. Collaborative Filtering

Collaborative Filtering is one of the most recurring ap-
proaches in the recommendation area. Its techniques recom-
mend items based on the ratings of other users. The ratings
can be implicit, when they are measured based on user’s
behavior (e.g, viewing time, number of hits, etc.), or explicit,
when users clearly express their interest on items through
numerical grades, for example. The idea behind CF is that
users with similar rating pattern tend to rate new items in a



similar manner. In CF, an instance is represented by a user
feature vector that records which items were evaluated and
which not. An advantage of collaborative techniques is the
object representation independence, since CF techniques use
only user ratings, which enables to work even with items in
which the content extraction can be complex, such as audio
and video. Another advantage refers to the recommendations
diversity, since CF can suggest items different from those the
user showed interest in the past.

Collaborative methods can be grouped as memory-based
or model-based algorithms. In memory-based algorithms the
dataset is loaded at the moment in which the recommendations
are generated. They are easier to implement and can better
adapt to changes of user interests. In contrast, model-based al-
gorithms generate recommendations using a model previously
constructed from the dataset. They can provide more accurate
recommendations, but the model construction is an expensive
step.

A common scenario in collaborative filtering is the rating
prediction, where a user rating to a given item is inferred. In
this scenario, it is assumed that items with higher values are
more interesting. Ratings can be represented in different scales,
usually in 1-5 stars. The quality of the prediction is normally
measured through error-based metrics, calculated from the
difference between the predicted value and the real user rating.
A common metric for this purpose is the Mean Absolute Error
(MAE) represented by Equation 1, where 7(u, ) is the rating
of a user u to an item 4, r’'(u, i) corresponds to the prediction
generated for u about ¢ and |I,| is the size of the item set
evaluated by u.

1

MAE == > 1 (w, i) = r(u, )] (1)
wler,

B. k-Nearest Neighbors

The kNN is a memory-based method, thus it is necessary
to have all the training set stored to do the recommendation
process. In larger datasets the kNN computational cost can
grow quickly. This occurs because as the number of users
and items grows the kNN demands more memory to store the
data, more similarity calculations and more time to perform the
neighbors selection (because the search space becomes larger).

Recommendations are based on the k nearest neighbors
ratings, where a similarity measure to select the nearest neigh-
bors must be defined. This measure has a direct impact on
the KNN results, because it is used to determine how close
two users are. The similarity between two users is calculated
from the items they have rated simultaneously. A popular
similarity measure in the recommendation field is the Pearson
correlation, represented by the Equation 2, where |I,,| is the
size of the item set simultaneously evaluated by users u and
a, x = r(u,i) and y = r(a,%). The Equation 2 differs from
the traditional form, because it is adapted to perform faster
calculations.
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The recommendation process consists in making a prediction for
the set of items not evaluated by the user. One of the most common
ways to accomplish this goal is through the Equation 3, where U, is
the set of nearest neighbors of the target user a and r(a) corresponds
to the average ratings of the user a.

> sim(a,u) - (r(u,i) — r(u))
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III. RELATED WORK

Boumaza and Brun [3] proposed a method based on the restriction
of the nearest neighbors search space. In traditional search, it is
necessary to check the similarity among the target user with each other
user in the dataset, and then select the k nearest neighbors. On large
datasets, this task becomes expensive. In their work, Boumaza and
Brun used a stochastic search algorithm, called Iterated Local Search
(ILS) [13]. The ILS returns a subset of users, Global Neighbors (GN),
in which the neighbors are chosen. The idea is to accelerate the
neighborhood formation by seeking the neighbors in a smaller subset,
rather than search in the entire dataset. As a result, the proposed
method can reduce the search space to 16% of the original while
maintaining the accuracy of recommendations near to those achieved
by traditional search. We adapt their work by introducing a new
heuristic to perform a faster and less expensive GN selection, instead
of using the ILS algorithm.

Friedman et al. [5] proposed an optimization to k-Dimensional
Tree (kd tree). Originally proposed by Bentley [2], the kd tree is an
algorithm for storing data to be retrieved by associative searches. The
kd tree structure provides an efficient search mechanism to examine
only those points closer to the point of interest, which can reduce the
nearest neighbors search time from O(N) to O(logN). In Friedman’s
work, the goal was to minimize the number of points examined
during the search, that resulted in a faster search. Gother et al. [8]
developed a method which represents a slight variation of the work
done by Friedman et al. [5]. In the kd tree construction each node
is divided into two, using the median of the dimensions with greater
variance between the points in the subtree, and so on. As a result,
the method got 25% faster in the classification step. The kd tree
based methods differ from ours, because they accelerate the neighbor
selection using a non-linear search by partitioning the whole space
into non-overlapping regions.

Other works use the approximate nearest neighbors (ANN) con-
cept to deal with the KNN search problem. The ANN methods do not
guarantee to return the exact nearest neighbors in every case, but in
the other hand, it improves speed or memory savings. An algorithm
that supports the ANN search is locality-sensitive hashing (LSH).
According to Haghani et al. [9], the main idea behind the LSH is to
map, with high probability, similar objects in the same hash bucket.
Nearby objects are more likely to have the same hash value than those
further away. Indexing is performed from hash functions and from
the construction of several hash tables to increase the probability of
collision between the nearest points. Gionis et al. [7] develop a LSH
method to improve the neighbors search for objects represented by
the points of dimension d in a Hamming space {0, l}d. Their method
was able to overcome in terms of speed the space partitioning tree
methods, when data are stored on disk. Datar et al. [4] proposed



a new version of the LSH algorithm that deals directly with points
in a Euclidean space. To evaluate the proposed solution experiments
were carried out with synthetic datasets, sparse vectors with high
dimension (20 < d < 500). As a result, they obtained performance
of up to 40 times faster than kd tree. The ANN methods are related
to ours, because they aim to accelerate the neighbor search by giving
up accuracy in exchange for time reduction.

IV. RESTRICTED SPACE KNN

In standard kNN, the nearest neighbors are selected by checking
the similarity of the target user with each other user in the dataset.
For every user, a distinct neighborhood has to be formed. When
the number of users and items in the training set grows, the kNN
running time decreases, because its computational cost rises quickly.
To minimize this problem we proposed a collaborative method derived
from the k-Nearest Neighbors for rating prediction. Our method is
based on the restriction of the neighbor search space. In Figure 1,
we can see the main idea of the proposed method in contrast to the
standard approach. The search space is reduced to a percentage p of
the original one, which is accomplished by selecting a subset of users
capable to offer ratings to generate accurate recommendations. Then,
the neighbor search is performed in the new space, which allows it to
be faster, since the space becomes smaller. Finally, the most similar
users to the target one are chosen to form his neighborhood.
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Fig. 1: Standard search and restricted Search

The RS kNN was inspired by the work presented by Boumaza and
Brun [3]. Their method was able to achieve accurate recommendations
with a reduced search space that corresponds to 16% of the original
one. A stochastic search algorithm called Iterated Local Search does
the user selection. The ILS is an efficient algorithm for optimization
problems, but requires a considerable running time and expensive
operations to achieve its results. Given this limitation, we saw an
opportunity to improve Boumaza and Brun’s work [3]. Therefore,
instead of using the ILS algorithm, we propose a faster and accurate
heuristic to select the percentage p of users who will compose the
new search space.

Our approach aims to reduce computational cost and improve
running time, but it is susceptible to lose recommendation accuracy,
since it works with a considerably smaller amount of data. In order
to minimize such loss, it is necessary to define an efficient heuristic
for the user selection. In our work, we investigated the following
heuristics':

e  Similarity Average: users are selected according to their
similarity average. For each user, we calculate his similarity
with each other that remains in the dataset and then get the
average. Those with the highest averages are chosen;

e Number of Connections: select users according to their
ability to be neighbors. Each time a user shows a positive

'The Similarity Average and Number of Connections were already intro-
duced in [3]. The others were proposed in our work.

107

similarity with another he receives one point. In the end,
those with the highest scores are selected;

e  Neighbors Recurring: users are scored according to the
number of times that arise between the k nearest neighbors
of a target user. For example, we check the k nearest
neighbors of a target user and then assign one point for
each neighbor. This process is repeated with all users in the
dataset and at the end, we have the list of the most common
neighbors;

e Most Active Users: it selects users according to the number
of items rated. Those with the largest quantities are chosen;

e  Distinct Items: it corresponds to a variation of the previous
heuristic, with the aim of bringing together users with the
greatest possible number of distinct items. It selects users
that, together, offers the most distinct set of items.

V. EXPERIMENT

We conducted an experiment to evaluate the proposed method.
The experiment was divided into two stages. The first aims to
evaluate the heuristics described in Section IV, in order to choose
the most suitable to compose our method. The second corresponds
to the evaluation of the proposed method by comparing it with
implementations developed to accelerate the kNN search. In the
experiment, we focused on measuring time performance (in seconds)
and accuracy (error rate of the predictions, measured by the Mean
Absolute Error metric).

The experiment was executed on a machine with Core 17 2300K
(3.4 GHz) processor, 8GB of DDR3 RAM and Windows 7 64-bit.
We used the Java language and Eclipse® (Kepler) in its 64-bit version
for developers. We also used two external libraries, the MyMediaLite
[6], which is specialized in recommendation systems methods, and
the Java Statistical Analysis Tool (JSAT) [16], which offers dozens
of machine learning algorithms.

A. Dataset

We choose two popular datasets that contain real data from movie
domain. The first one is the MovieLens 100K, which has 943 users,
1,682 movies and 100,000 ratings. The second has 6,040 users, 3,952
movies and 1,000,209 ratings. Both have ratings on a scale of 1 to 5
stars that represent the level of the user interest to an item.

The data were segmented following the 10-fold cross-validation
pattern, which consists in the separation of 90% of the data for
training and 10% for testing. This process was repeated five times
to provide a final amount of 50 samples for execution.

B. Setting Parameters

Before going on with the experiment we had to set some parame-
ters. Thus, we used the standard kNN algorithm for rating prediction,
whose implementation was based on the source-code available in
MyMedialLite library. We performed 10 execution on the MovieLens
100K dataset, focusing in accuracy. The parameters and their values
are listed below:

e  Similarity measure: we compared the Pearson correlation
with another popular measure in the recommendation area,
the Cosine similarity [19]. As we can see in Table I, the
Pearson correlation provides a lower MAE, which means
more accurate recommendations. Therefore, we chose the
Pearson correlation as similarity measure for our approach.

2www.eclipse.org



e  Number of nearest Neighbors (k): choosing the optimal
value for £ is not a trivial task, because it can vary according
to the data. In Figure 2, we can see that for the MovieLens
100K the best k is 30, because it provided the lowest error
rate. We used the same k for the larger dataset to maintain
the speed gains. In addition, a greater k£ would increase the
running time.

° Percentage of the search space (p): we used the Most
Active Users heuristic to find the optimal value for p. A
greater p would give better MAE, but at the expense of
the running time. Thus, our choice was given by a trade-
off between the MAE and the running time. According to
the Figure 3 when p reaches 15%, it seems to be the best
trade-off. Besides it, we thought that should be important to
choose a p closer to the one in Boumaza and Brun [3], since
our work is inspired by theirs.

TABLE I: Comparison of Pearson Correlation and Cosine Similarity

Similarity measure ~MAE
Pearson 0.6813
Cosine 0.7100
MAEXK
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Fig. 3: Variation of p and its respective error rates

C. Heuristic Evaluation

The heuristic evaluation process was based on the time needed to
select the users to compose the new search space and the accuracy that
they can provide. Tables II and III contain the results of each heuristic.
Similarity calculations are expensive, thus the heuristics Similarity
Average, Number of Connections and Neighbors Recurring demanded
the largest time to select their users. The others showed significantly
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shorter times, because they use less expensive operations, since there
is no similarity computing. Regarding the accuracy, the results were
more homogeneous, there was even a decrease in error rate in the
larger dataset.

The results showed the heuristic Most Active Users as the best
option to compose the proposed method. It provided the smallest
error rate, resulting in more accurate recommendations. In addition,
the selection time was the best among the heuristics and remained
almost constant in the tests with the larger dataset.

TABLE II: Results of the heuristic evaluation on MovieLens 100K

Heuristic Time Error

(s) (MAE)

Most Active Users 0.001 0.6937
Distinct Items 0.072  0.6954
Similarity Average 1.604  0.7053
Number of Connections  1.591 0.7046
Neighbors Recurring 1.631  0.6994

TABLE III: Results of the heuristic evaluation on MovieLens 1M

Heuristic Time Error

(s) (MAE)

Most Active Users 0.002 0.6546
Distinct Items 1.097 0.6549
Similarity Average 92.713  0.6588
Number of Connections  92.652 0.6579
Neighbors Recurring 100.390  0.6553

D. Method Evaluation

To evaluate our method, we chose four approaches that cor-
respond to implementations derived from the kNN method. They
were developed to accelerate the nearest neighbor selection. Their
performance were measured under accuracy and running time and the
results are presented in Tables IV and V. The compared approaches
are:

° k-dimensional tree (kd tree): implemented in JSAT tool.
Corresponds to the traditional form [2];

e  Locality Sensitive Hash (LSH): implemented in JSAT tool.
It was based on the algorithm presented by Dating et al. [4];

e  Standard k-Nearest Neighbors (kNN): corresponds to the
kNN for rating prediction. We implemented it based on the
source code of the MyMediaL.ite library;

e Iterated Local Search (ILS) kNN: we implemented this
method based on the paper presented by Boumaza and Brun

13].

Three of them (standard kNN, ILS and the RS kNN) are collabo-
rative techniques from the recommendation field that were developed
focusing on the rating prediction task. They usually deal with sparse
vectors and try to “fill” each missing value of the vectors. Regarding
the running time, our method achieved the best values, being almost
58% faster (in MovieLens 1M) than the standard kNN, which took
second place. The running time of ILS was much greater than the
others, because its fitness function needs to check the errors provided
by the subsets of users build at each iteration of the algorithm.
Furthermore, as a non-deterministic method, it is impossible to predict
the number of iterations needed to find the final subset. As expected,
the accuracy of the recommendations generated by our method was
a little lower than standard kNN, but considering the running time
gain, the results were very promising.

The kd tree and LSH methods were originally implemented for
the classification task. They generally work with dense vectors and



aim to label an unknown instance. In the proper domain, they are
capable to reduce the search time from linear to logarithmic level,
although in this experiment this behavior was not evidenced. The
classification methods presented poor performances in running time
and accuracy. The kd tree tends to lose great performance with high
dimension vectors (d > 10) [7], [5], a problem known as the curse of
dimensionality [14], which contributes to the low performance, since
the datasets are composed of high dimension sparse vectors. The LSH
prioritizes time instead of accuracy, since it returns the approximated
nearest neighbors. This reason justifies the high error rate of the LSH.
The running time performance of the LSH was unexpected, because
this algorithm is designed to be fast even with high dimension data.
We believe the data sparsity was responsible, because it reduces the
probability of collisions, making difficult to group users in the same
hash bucket and consequently it increases the search time.

TABLE IV: Results on MovieLens 100K

Running Time

Method (s) MAE
kd tree 22724 0.8333
LSH 11.13 0.7528
ILS 1233.15 0.7083
kNN 4.35 0.6826
RS kNN 2.45 0.6937

TABLE V: Results on MovieLens 1M
Running Time

Method () MAE
kd tree 1576.01 0,7875
LSH 454.42 0,7014
ILS 7892.7 0,6591
kNN 242.13 0,6500
RS kNN 100.87 0,6546

VI. CONCLUSION

In this paper, we presented the Restricted Space kNN, a collabo-
rative method to reduce the running time and accelerate the k-Nearest
Neighbors search. The RS kNN focuses on the idea of restricting the
nearest neighbors search space using a fast and efficient heuristic for
user selection. The method was capable to perform up to 58% faster
than standard kNN. The Most Active Users heuristic was quick in
reducing the search space, getting together a set of users able to
provide accurate recommendations. Using only 15% of the original
search space we have achieved an error rate just 0.7% higher than
the standard method.

The main limitation of our method refers to the validation process.
We evaluated it in only one domain, which makes difficult to general-
ize the results achieved. Our method showed great performance gains
in exchange for a small reduction in accuracy, however, we cannot
guarantee that the error rate will remain constant in other domains.

As future work, we intend to investigate the effects of the
proposed method in a larger dataset, because we noticed that the
accuracy gap between our method and the standard kNN became
smaller when the data increased. In the MovieLens 100K, we obtained
an absolute difference of 0.0111, whereas with MovieLens 1M, the
difference was reduced to 0.0046. In addition, we also intend to
investigate the proposed method in the item predicting scenario with
implicit feedback.
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Abstract—One primary challenge of applying access control
methods in cloud computing is to ensure data security while
supporting access efficiency, particularly when adopting multiple
access control policies. Many existing works attempt to propose
suitable framewor ks and schemes to solve the problems, however,
these proposals only satisfy specified use cases. In this paper, we

take XACML asthe policy language and build up a logical model.

Based on this, we introduce the fine-grained data fragment
algorithm to optimize the policies, whose resource property
represents physical meaningful data blocks. Data are organized
in a tree structure, where each leaf node represents a minimal
physical meaningful data block, and internal nodes are combined
data types. This method can eliminate conflicts and redundancies
among rules and policies, thusto refine the policy set and achieve
fine-grained access control. Our approach can also be applied to
processing multi-types of data, and experiments are carried out
to show the improvements of efficiencies.

Keywords-Access control; Policy optimization; Data fragment;
XACML; cloud computing

l. INTRODUCTION

In the last severa years, cloud computing brings us great
convenience on data outsourcing by providing nearly unlimited
storage resources on demand [1]. This alows content providers
to create, manage, and control the persona data remotely with
high efficiency. Moreover, the charge manner of cloud service
is pay-as-you-use which costs relatively lower prices compared
with self-maintenance. As promising as it is, cloud storage
service also involves many challenges[2], such asthe problems
of fine-grained access control on multiple data types and the
confidentiality of private data. The traditional access control
methods are only applicable to rigid data objects, and the
policy decision on arequest resultsin either permit or deny.

Motivated by the regquirements of high performance and
flexible access control, XACML (eXtensible Access Control
Mark-up Language) [3] is proposed to solve data access
problem in cloud computing. XACML is an XML-based
language, and it contains a hierarchical logic model which is
applied to a particular decision request in access control
policies for Web applications and Web services. Meanwhile,
XACML offers a large set of built-in functions, data types,
combining agorithms, and standard profiles for defining
application-specific features. There are lots of prior works on
applying XACML as access control policy, which focus on

policy attesting, conflict detection and policy optimization, etc.

(DOI Reference Number: 10.18293/SEK E2015-037)

Mont and Pearson propose the ‘sticky policy’ based on
XACML to facilitate access control for outsourced data [4] [5],
and Trabelsi extends this policy to the cloud environment [6].
However, their proposals only focus on the system framework
and the shared datais considered in a single type. Hu and Ahn
introduce a description logic (DL)-based policy management
approach for Web access control policies, they adopt Answer
Set Programming (ASP) to formulate XACML [7], and they
further propose a method for conflict detection and resolution
in [8]. However, DL cannot fully cover XACML semantics,
and it fails to handle complex comparisons, multi-type of
decisions as well as combining agorithms. Wang and Feng
propose a rule redundant elimination method based on related
types of hierarchical attributes tree and provide an XACML
policy optimization engine [9], but the access efficiency
depends on the amount of rules. Said and Shehab propose a
framework for policy evaluation [10], and Lin and Rao
suggest a similarity measurement technique among policies
[11]. Meanwhile, Bertolino and Daoudagh propose an
automated testing method for XACML [12]. Their works are
worth well in policy attesting and measurement, but they do
not achieve a practica scheme for optimizing policy with
consideration of fine-grained access control. Many practical
models of XACML are built in [13] [14] [15], but these
models are not considerate in decision efficiency, especially
for large scale of policies.

Compared with existing policy models, XACML is more
comprehensive and intuitive for applying to cloud access
control. In this paper, we analyze the logic model of XACML
by taking account of all its components and internal functions.
Based on this model, we propose the data fragmentation and
policy refinement algorithms via building up a three-layers
resource access tree, so as to achieve fine-grained access
control over multi-types of outsourced data. In the end, we
discuss a case study on healthcare records management, and
the performances are illustrated by experiments using
XACML tools.

II. XACML ANALYSIS

XACML is standardized by the Organization for the
Advancement of Structured Information Standards (OASIS) in
2003. In XACML, the complete policy applicable to a
particular decision might be composed of a number of
individual rules, policies and policy sets, in which there exists
a target expression as the criteria for incoming requests, and
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all these elements are organized in a hierarchical order [16].
To render an authorization, it must be possible to combine
multi-rules to form the single decision applied to the request,
and the final decision is either made by the rule ‘effect’ or the
combined decisions of children rules and policies.

A. XACML elements

We define the main elements policy set, palicy, rule, target,
request, effect and combining algorithm (CA for short) of
XACML syntax as follows, where the values
'PO','DO','FA','OOA" represent for ‘permit-override’,
‘deny-override’, first-applicable’ and ‘only-one-applicable’,
respectively.

Policyset ::=< target >,{< Policyset > | < Policy >}",< CA>
Policy ;=< target >,{<rule>}",< CA>

rule::=<target >,< effect >,< condition >, < obligation >
target ::={< attr _type>,< attr _value>,< match_id >}’
request ::={< attr _type>,< attr _value>}"

effect ::=" permit’'|'deny’

CA:="PO'|'DO'|'FA'|'O0A'

Additionally, XACML extends the decision vaues by
appending two extra status  ‘not-applicable’ and
‘indeterminate’, based on the previous policy languages with
only ‘permit” and ‘deny’. The status ‘not-applicable’
represents that the request does not match any rule in the
designated policy, while ‘indeterminate’ indicates errorsin the

matching procedure (e.g., The request does not match a
‘critical’ attribute in the target).

B. Decision principles

We describe the principles of XACML to make a decision.

On recelving a request, the policy decision point (PDP)
executes target matching and results MR in the set
Ve ={'T'F'IN}, representing ‘match’, ‘un-match’ and
‘indeterminate’ respectively. If this matching procedure
happens in a rulg, it leads to a decision according to the rule
‘effect’ and MR. Otherwise, if the target matching belongsto a
policy or policy set, the fina decision is integrated by the
combining algorithm affecting on children rules and policies.

We denote a user request as a vector req={a,,a,,...,a,},
each a inreq is an attribute value which belongs to the
attribute type A pre-defined in XACML. The principles are
listed as below.

1) Target matching. The connection of elements in a

target can be either ‘AllOf* or ‘AnyOf’, which indicates the
operations of AND | OR.

Assume a request matches with K elements in the target,
formaly, req(K): AxAx.xA >V, . The ‘AlOF

property performs asin (1), and the ‘AnyOf” property performs
asin (2).

) T, if Vie[LK],m=T
(M =mamA..am =1F, if Jie[LK],m=F 1)
= IN, error

T, if Jie[LK],m=T

F,if Vie[LKIm=F (2

K
Um =mvmyv..vm =
= IN, error

2) Rule decision. Regardless of obligation property, a
rule can be abbreviated as rule(t,e c), wheret, e, c are ‘target’,
‘effect” and ‘condition’. The effect domain of a rule is
E={"permit','deny’} . The condition is a list of constraints
that request must satisfy, and it shares the same matching
result domainV,,, with target. We denote the rule decision
domain as V, ={'P",'D",'N",'IN}, corresponding to ‘Permit’,
‘Deny’, ‘Not-applicable’ and ‘Indeterminate’ respectively.
Thus, the mapping of rule decision domain can be represented
as rulet,gc): Vs xExVyr >V, , and the decision is
illustrated in (3).

P iftAc=T and e="permit’
D if tAc=T and e="deny'
LSO =N it tac=F ®

IN error

3) Policy/Policy set decision. Denoting a policy as
policy(t,CA{rulg")) and a policy st s

policyS(t, CA({ policy | policyS}*)) . The combing algorithms
is a st CA={"PO','DO','FA",'OOA%} that operates on
decision domain V,, it combines &l the decisions made by
children rules and policies into one fina decision. Formally,
let S be a set, CA(S) :{V,}¥ -V, . Therefore, the policy and
policy set are smilar and can be formalized as
policy(t,CA(S)): Vg xV, =V, . According to different

combing agorithms, the policy and policy set decision are
concluded in (4).

CAS) ift=T
policy(t,CA(S))={N if t=Fort=INand CA(S)=N (4)
IN if t=IN

C. Asample XACML

Fig. 1 illustrates a simple XACML policy example Py,
containing three rules ry, ry, rz. In this figure, we use brief
XML syntax to describe the policy rather than standard
XACML format. The resource property in rules reflects to
physical data, and the algorithm is mainly constructed on the
resource dimension. In this policy, four resources RS1, RS2,
RS3 and R$4 are considered, and they have intersections on
which rules may conflict and have redundancies.
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<poalicy policylD="P;" CA="Deny-Overrides'>
<target>
<Actions>Read, Write</Actions>
</target>
<Rule RulelD="r," Effect="Permit">
<target>
<Subjects>Alice, Bob</Subjects>
<Resources>RS1, RS2</Resources>
<Actions>Read, Write</Actions>

</target>
<Condition> 8:00<= Time <=12:00 </Condition>
</Rule>
<Rule RulelD="r," Effect="Permit">
<target>
<Subjects>Bob</Subjects>

<Resources>R34</Resources>
<Actions>Read</Actions>
<[target>
</Rule>
<Rule RulelD=" r3" Effect="Deny">
<target>
<Subjects> Bob, Jim</Subjects>
<Resources>RS2, RS3</Resources>
<Actions>Write</Actions>
</target>
<Condition>9:00<= Time <=15:00 </Condition>
</Rule>
</policy>

Figure 1. A simple XACML example.

We can formalize the rules into Boolean expressions, for
example, ryisillustrated in (5).
Bool Expression, = (Subject =" Alice'v 'Bob’)
A (Resource='RS1'v 'RS2)
A(Action ="Read v 'Change")
A(AnyCondition)

Assuming a user Bob makes a request for writing to RS2 at
10:00 am. Formally, regq(Subject ='Bob', Resource="RS2', -
Action ="Write',Condition="10: 00am’) . On execution, the
target of P; matches the request and returns T. Then, ry checks
its target and conditions, and gives out the ‘permit’ decision as
defined in effect. However, it continues to match the next rules
because the CA of parent policy P, is ‘Deny-override’.
Accordingly, r,does not match the request (outputs ‘N’ as not-
applicable) while r; returns ‘deny’ as its rule decision. Finaly,
the policy combines the three results and gives the ‘deny’
decision according to its CA.

(5)

1. FINE-GRAINED PoLICY OPTIMIZATION ALGORITHM

In this section, we introduce a data fragment algorithm for
resource isolation and policy refinement. We build up a three-
layer structure of resources, and map the effective policies to
each leaf data node so that fine-grained access control is
achieved.

A. Data fragmentation

Firstly, we give the definition of Digoint set, based on
which we execute the policy projection algorithm.

Definition 1(Disoint set) Let §s,s,,...,S,} be a resource
set. If {—3res:rese 5, reses;} and any operation ons will not
affects; (i # ), Sisadigoint set.

Taking the XACML policy in Fig. 1 as example, the four
resources (RS1, RS2, RS3, R$4) intersect with each other as
shown in Fig. 2. In order to obtain a digoint resource set
RS(sl,s2,53,54,55,56) , we introduce the data fragment

algorithmin Algorithm 1.

Figure 2. Relationship of resources.

Algorithm 1: Data fragment algorithm

/I INPUT: apoalicy.
/ OUTPUT: adigoint set.
Project(policy)
for each rese GetResources(policy) do
for each se RSdo
if resc sthen
RS.add(s\res);
RSreplace(s, res); break;
eseif reso sthen
RSreplace(res, res\s); break;
dseif resms# & then
RS.add(s\res);
RSreplace(s, resN s);
RSreplace(s,s\res);break;
RS.add(res);
Return the resource segment set RS,

B. Palicy refinement

We build up a three-layer resource tree, in which the
physical layer contains al the segments in a digoint set, while
the original policy effects on the logical layer. As shown in
Fig. 3, RS1, RS2, RS3 and R4 relate to (ry), (r1, rs3), (rs) and
(r»), respectively. Based on this structure, we can assign rules
to each resource segment in consistency with the origina
policy and refine policy on segment level.

Service layer

~_
~
I3
3 I,

Logical layer
( policy layer) Py
Iy I I;

Physical layer

Figure 3. Resourcetree.
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We define the notation of rule overlap (denoting ‘target

matching’ as |= ") and several RULES used in the procedure
of policy refinement.
Definition 2 (Rule overlap). On a single resource segment, let
f, .1, be two parallel rules. If {3req:reqf=r;,regj=r;}, then
r, overlaps withr; (denoted by r; o 1;), and the overlapped part
isarulepair A, , consisting of A, and A, . Further, if ocr,
and r; effect =r; effect , thena, =A, .

If deleting A, (Arl ) does not affect the final decision, then
A, (An ) is removable in this policy. The following RULES

expound principles of removing redundant rules under
different combining a gorithms.
RULE 1 (CA = Permit-Override)

If i cryand r; effect = permit, then A, isremovable.

If 1, ocr; andr, effect = deny, then A, isremovable.

RULE 2 (CA = Deny-Override)
If r; cr;and r; effect = deny, then A, isremovable.

If 1, ocryand r,.effect = permit, then A, isremovable.

RULE 3 (CA = First-Applicable)
Assuming the sequence of I in policy isseq(r) .
Ifr, ocr;and seq(r) <seq(r;) , thenArJ isremovable.
Ifr ocr;and seq(r;) > seq(r;) , then A, isremovable.

RULE 4 (CA = Only-One-Applicable)
If requeston A. ., thedecisionis ‘Not Applicable’.

hry

Ifr; ccr;, removeA andA, .

The proofs of above RULEs are similar, and we takes
RULE 1 for example, as shownin Fig. 4.

Proof

VLol L3N A enL A e

If r, effect = permit, while the CA is Permit-Overrides, A, will be
shielded by A,‘ , no matter 1, effect is either ‘permit’ or ‘deny’. Thus,
removing Af; will not affect the decision, and Arl isremovable.

It r.effect =deny , and if I, .€ffect =deny , according to the
Definition 2, we haveAri = Ari , remove any one of them is fine. However, if
I effect = perrTit , and CA is Permit-Overrides, so Ar‘ will be shielded
by Arj . Thus, in both conditions, removing Ar. will not affect the decision,

and A, isremovable.

Figure 4. Proof of RULE 1.

According to these RULEs, we propose the policy
refinement algorithm, as illustrated in Algorithm 2. During the
refining procedure, policy is projected to the physical layer,
and rules might be refined, removed or kept still.

Algorithm 2:Policy refinement

/I INPUT: aset of segments bound with rules, the policy CA.
/I OUTPUT: refined set of resource segment.

Refine(G, CA)

for each rulee GetRule(policy) do //bind rules to segment

for each se Sdo
ifsc GetRelatedResource(rule) then
bind(rule, s);

G <— Swith bound rules on each element;
for each ge G do //refine rules on each segment

for each pair(r,r,) e CrzuleSet do
if I} oc I, then

coupIeSet.add(Ar . ); /loverlap of o,
il

for each A, e coupleSet do

case CA= Permit-override then
Execute by RULE 1;

case CA = Deny-override then
Execute by RULE 2;

case CA = First-applicable then
Execute by RULE 3;

case CA = Only-one-applicable then
Execute by RULE 4;
Return the refined set G;

As for the situation of refining a policy set, the algorithm
could be specified recursively for each children policy.
C. Algorithm performance analysis

We analyze the fine-grained policy optimization algorithm
on computation overhead and storage overhead. Basically, we
suppose that a policy P contains K rules, N resources and M
resource segments, which are generated by the data fragment
algorithm, and on each segment i, there exist H; rules and C
conflicts.

1) Computation overhead

In the data fragment algorithm, it costs O(Nlog, M) to
obtain resource segmentation set, where M varies upon the
coupling degree among resources.

Nonetheless, in the procedure of policy refinement, the
cost of policy projection is O(KM), which is decided by the
number of segments » s and related rules>’ 1, . The

overhead of refining an individual segment relies on finding
rule conflict pairs, which contributes to O(H, log, H,), while

resolving rule conflicts takesO(L;) . Thus, the complexity of
refining a resource segment set is the accumulation of cost on
each element, resultinginO(Y ", | H,log, H, +L,).

Finaly, the computation overhead of our approach is
O(Nlog,M +KM +>"  (H,log, H, +L,)).

2) Sorage overhead
We define the function W(R) to measure the physical

storage size. When we execute the algorithm, the overhead of
storageis@(ziEMW(R)+zi€M H, -W(rulq)) :
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Time (ms)

Time (ms)

Our approach advances in storage compared with original
policies. In original policy, each resource is considered as a

single entity, and the total size of all resourcesis>"" W(R).

However, by developing the relationship among resources, we
extract the common parts of resources. As aresult, the storage

sizeisreduced by 3" w(R)- 3" w(s)-

IV. A CASE STuDY

The policy based access control methods can be applied in
many fields such as banking, healthcare, ATM and market etc.
to achieve data security and user privacy [17] [18] [19]. We
apply the fine-grained policy optimization algorithm to data
access control in cloud computing, and Fig. 5 describes the
framework of a healthcare records management system.
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cloud for the statistics with his identity and public attributes,
the cloud transforms the request into expressive XML format
and sends it to the TA. Then, the PDP in TA makes the
decision according to the defined policies and inform Alice of
the result. Upon receiving Alice’s acknowledgement, TA
sends the decryption key to Bob through secure channels.
Thus, Bob can have access to Alice private data under the
conditions defined in the policies.

To evaluate the performance of our proposal, we utilize the
policies with different amount of rules, different coupling
degree of rules and resources. The coupling of rules leads to a
certain number of conflicts, and the coupling of resources
decides the number of resource segments. Our experiments
were founded on the APl of SUN-XACML and performed on
Intel(R) Core(TM) i3-2330M CP U 2.30 GHz with 2.67-GB
RAM running on Win7.

We generate synthetic policies for most situations and
compare the decision efficiency with the existing methods,
Smple PDP [3] and Melcoe PDP [20]. The Smple PDP
adopts a list structure to traverse rules for matching, and
Melcoe PDP employs category of data attributes. The statistics
of two representative situations are listed in Table | and Table
Il. We use a triple <Few/Many, Few/Many, Few/Many> to
simply express the amount of rules, conflicts and segments.
Fig. 6 illustrates the experiment results of all the situations.

TABLEI. DECISION EFFICIENCY UNDER <FEW, FEW,FEW>

Figure 5. Application scenario on healthcare system. Policy parameters PDPs evaluation (ms)
Policy# | Rule# | Res# | Seg# | Simple PDP | Melcoe PDP | Our PDP
Assume that Alice is a patient, and she has well processed ;8 ig gg g; gigigﬁ ii'gcl’ig gg'ﬁig
her private healthcare record with policies before outsourcing : : :
he cloud. Bob is medical her | hal qh 30 60 60 | 62 67.3090 54.8726 | 69.1087
needs patient’s health records for study. Once Bob requests to 50 100 | 60 | 62 98.6908 81.0534 83.5972
= Pu o] ]
» 00 POP /// 120 i =Y e ur POP
- 7 ad 100 - 1200 - ol
-//.-‘ 3 0 - i 0 w7 - -~ w e
P £ 1000 £ p . £ 10 :
— fr'""'-/{?/ ¥ E 800 / 3 ® T 2 o /
y ¥ ® S re pe = K
S = e e - P
‘/' T 200 !./I e v t'/-)/’ . 200 8./ ._, v s i —1

100 500 900 1200 1500 1800

1800

1600

1400

1200

1000

4
i
i
i
1
a
\
i
s \q
o
Time (ms
»

,,,,,,

Time (ms)

40

00

Tirme (ms)

2 40 L L 100 120 0 00 600 900 1200 1500 1800

Rules

(e)< Few, Many, Few >

Rules

(f)<Many, Many, Few>

Rules

]

(9) < Few, Many, Many>

Figure 6. Efficiency Impacts on amount of rules, conflicts and resource intersections.
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TABLEII. DECISION EFFICIENCY UNDER <MANY, MANY,MANY >

Policy parameters PDPs evaluation (ms)

Policy# | Rule# | Res# | Seg# | Simple PDP | Melcoe PDP | Our PDP
10 300 60 155 276.5745 244.7562 135.6794
20 600 60 155 620.4870 509.0062 172.6407
30 900 60 155 | 1043.7546 761.0980 197.6577
40 1200 60 155 | 1319.8039 1117.6535 | 231.5092
50 1500 60 155 | 1602.8325 1259.0271 | 253.2671

Through the experiments, we conclude that the decision
efficiencies of Smple PDP and Melcoe PDP depend on the
amount of rules, with little concerning about the coupling
degree of rules and resources. In the contrast, our approach has
great advantages in the situation of large amount of rules. We
also exceed traditional methods in multi-resource requests,
since the redundancies of data are eliminated in the
segmentation phase.

V. CONCLUSION

We have proposed an innovative mechanism of facilitating
data security for cloud resource service. The fine-grained
policy optimization algorithm projects the policy to the
resource dimension, and refines rule on each individual
resource segment. We can encrypt the sensitive data and attach
sticky policy to ensure that the data is processed or handled
according to customers’ willing.

The fragmentation of resource decomposes data into
obfuscated segments to protect the physical entities, while
available services are provided in service layer and logical
layer. Cloud users may request resources by names, without
knowing the components or physical locations of the resources,
and they can only get those identity-permitted data. We have
discussed the performance of our proposal, in terms of the
amount of rules, conflicts and segments. Through the
experiment, we conclude that our approach has great
advantages in large scale of policies.

We would develop a prototype and explore how our
strategy can be applied to other fields concerning about access
control and security.
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Abstract—Despite the many advantages provided by cloud-based
storage services, there are still major concerns such as security,
reliability and confidentiality of data stored in the cloud. In this
paper, we propose a reliable and secure cloud storage schema
using multiple service providers. Different from existing
approaches to achieving data reliability using redundancy at the
server side, we propose a reliable and secure cloud storage
schema that can be implemented at the client side. In our
approach, we view multiple cloud-based storage services as
virtual independent disks for storing redundant data encoded
using erasure codes. Since each independent cloud service
provider has no access to a user’s complete data, the data stored
in the cloud would not be easily compromised. Furthermore, the
failure or disconnection of a service provider will not result in the
loss of a user’s data as the missing data pieces can be readily
recovered. To demonstrate the feasibility of our approach, we
developed a prototype cloud-based storage system that breaks a
data file into multiple data pieces, generates an optimal number
of checksum pieces, and uploads them into multiple cloud
storages. Upon the failure of a cloud storage service, the
application can quickly restore the original data file from the
available pieces of data. The experimental results show that our
approach is not only secure and fault-tolerant, but also very
efficient due to concurrent data processing.

Keywords-Cloud storage; reliability; data security; erasure
codes; cloud service provider; integer linear programming.

I. INTRODUCTION

As an ever-growing data storage solution, cloud-based
storage services have become a highly practical way for both
people and businesses to store their data online. The pay-as-
per-use model of cloud computing eliminates the upfront
commitment from cloud users; thereby it allows users to start
small businesses quickly, and increase resources only when
they are needed. However, since data storage locations and
security measures at the server site are typically unknown,
most of the users have not yet become comfortable with
exploiting the full potential of the cloud. Many incidents
happened recently have made users question the reliability of
cloud storage services. For example, in May 2014, Adobe’s ID
service went down, leaving Creative Cloud users locked out of
their software and account for over 24 hours [1]. In early
2013, Dropbox service had a major cloud outage that kept
users offline and unable to synchronize using their desktop
apps for more than 15 hours [2]. Prolonged cloud data service
outages and security concerns can be fatal for businesses with

(DOI Reference Number: 10.18293/SEK E2015-045)

data critical domains such as healthcare, banking and finance.
Today, almost all the cloud service providers (CSP) have
implemented fault-tolerant mechanisms at their server sides to
recover original data from service failure or data corruption.
Such mechanisms are suitable at the time of scheduled
maintenance or for a small number of hard disk failures.
However, they are of no use for the end users to ensure the
reliability and security of their cloud data when major cloud
services fail or the cloud services have been compromised.
Hence, to achieve high reliability and security of critical data,
users should not depend upon a single cloud service provider.
In this paper, we propose an approach that can provide
security and fault tolerance to the user’s data from the client
side. In our approach, we decompose an original data file into
multiple data pieces, and generate checksum pieces using
erasure codes [3]. The pieces of data are spread across
multiple cloud services, which can be retrieved and combined
to recover the original file. We achieve data redundancy in our
approach using erasure codes at the software level across
multiple cloud service providers. Therefore, the original data
can be recovered even when there is a cloud outage where
some cloud service fails completely. Using this approach,
user’s data would not be easily compromised by unauthorized
access and security breach, as no single cloud service has the
complete knowledge of user’s data. Thus, users could have the
sole control of their cloud data, and do not need to rely on the
security measures provided by cloud service providers.
Finally, to improve the network performance of our approach,
we adopt the multithreading technology, and fully utilize the
network bandwidth in order to minimize the time required to
access data over the cloud.

There have been many research efforts on using erasure
codes at the server side to make cloud storage service reliable.
Huang et al. proposed to use erasure codes in Windows Azure
storage [4]. They introduced a new set of codes for erasure
codes called Local Reconstruction Codes (LRC) that could
reduce the number of erasure coding fragments required for
data reconstruction. Gomez ef al. introduced a novel
persistency technique that leverages erasure codes to save data
in a reliable fashion in Infrastructure as a Service (IaaS) clouds
[5]. They presented a scalable erasure coding algorithm that
could support a high degree of reliability for local storage with
the cost of low computational overhead and a minimal amount
of communication. Khan et al provided guidance for
deploying erasure coding in cloud file systems to support load
balance and incremental scalability in data centers [6]. Their
proposed approach can prevent correlated failures with data
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loss and mitigate the effect of any single failure on a data set or
an application. Although the above approaches can
significantly enhance the reliability of cloud data at data
centers, they provide no support for end users to deal with
failures or cloud outage of the service providers. Different from
the existing approaches, we apply erasure-coding techniques at
the application level using multiple cloud service providers. By
deploying user’s encoded redundant data across multiple cloud
storage services, our approach is fault tolerant for cloud storage
when any of the cloud services fails.

There is also a considerable amount of work on securing
cloud data, to which this work is closely related. Santos et al.
proposed a secure and trusted cloud computing platform
(TCCP) for IaaS providers such as Amazon EC2 [7]. The
platform provides a closed box execution environment that
guarantees confidential execution of guest virtual machines on
a cloud infrastructure. Hwang and Li proposed to use data
coloring and software watermarking techniques to protect
shared cloud data objects [8]. Their approach can eftectively
prevent data objects from being damaged, stolen, altered, or
deleted, and users may have their sole access to their desired
cloud data. The existing approaches to securing cloud data
typically assume that the cloud service providers are trustable
and they can prevent physical attacks to their servers. However,
this might not be true in reality, as service providers typically
tend to collect users’ cloud data for their commercial purposes
such as targeted adverting. Furthermore, there have been many
incidents that cloud service providers were compromised by
either internal or external hackers, and thousands of users’
critical data were compromised. Therefore, merely relying on
service providers’ security mechanisms is not a feasible
solution for both people and businesses to store their critical
data in the cloud. It is required that users should be allowed to
apply security mechanisms to their own data at the client side.
Different from the aforementioned methods to securing cloud
data at the server side, our approach does not rely on any
security measures supported by the service providers. Instead,
the cloud storage application running at the client side can split
users’ data into pieces, encode them using erasure codes, and
distribute them to multiple service providers. As no single CSP
has its access to a user’s entire data, user’s data are much
securer than those stored with a single cloud service.

In this paper, we extend the methodology and results of a
preliminary study on secure and fault-tolerant model of cloud
information storage [9]. In the previous work, we followed the
RAID (Redundant Array of Independent Disks) approach to
encode user’s data using XOR parity, and developed a
hierarchical colored Petri nets (HCPN) model for secure and
fault-tolerant cloud information storage systems. In this paper,
we adopted erasure codes to achieve fault tolerance for cloud
data, and presented a detailed design for a reliable and secure
cloud storage schema. To demonstrate the effectiveness of our
proposed approach, we implemented a prototype using three
major cloud service providers (i.e., Amazon, Google and
Dropbox), which allows users to securely, reliably and
efficiently store their critical data in the cloud.

II. RELIABLE AND SECURE CLOUD DATA STORAGE

To address the aforementioned major issues in cloud
storage services, we propose a reliable and secure cloud storage

schema using multiple CSPs. Figure 1 shows a framework for
such a system. The major component of the system is the cloud
storage application that uses erasure codes to encode and
decode file pieces at the client side, and upload and download
encoded file pieces concurrently at multiple cloud services. As
shown in the figure, when a user wants to upload a file into the
cloud, the application first splits the file into multiple data
pieces, say n pieces, and then encode them into an optimal
number of m checksum pieces using the erasure coding
technique. Once the data pieces and checksum pieces are ready,
they are concurrently uploaded into multiple cloud storages
maintained by different CSPs, noted as CSP_[, CSP 2, ..., and
CSP N in Fig. 1. As none of the CSPs has the complete
knowledge about the user data, this approach can effectively
defend against data breach from any single CSP.

CSP_1 CSP_2 CSP_N

Cloud Service Providers
(CSP)

Upload Download
. . Available
Data Pieces (n) Checks(unr;ﬁ) Pieces AV;';Z': (Eye;ta Checksum Pieces
(m)
L e L]
Split Encode Storage App Decode

] @B & [

User

Figure 1. A framework for reliable and secure cloud storage systems

On the other hand, when a user wants to download a stored
file, the application will first try to download the » data pieces
from the multiple cloud storages concurrently. If all data pieces
are available, they can be efficiently combined into the original
file without any additional decoding process. However, in the
case when one or more service provider fails, the application
must automatically download all available data pieces (n’) and
available checksum pieces (m”). As long as n’ + m’ > n, due to
the erasure coding technique, the application can always
successfully decode the missing data pieces using the available
pieces of data, and restore the original file. Note that the
checksum pieces serve as the redundancy of the original file,
which makes our approach reliable and fault tolerant.

III. ERASURE CODES AND REED-SOLOMON CODING

A. Erasure Codes

In early days, fault tolerance of cloud data is commonly
achieved through simple data replication. Multiple copies of
original data have to be maintained on different cloud servers
in order to make data more reliable. However, data replication
now becomes highly unfeasible due to its low space efficiency
and the ever-increasing amount of cloud data. Erasure codes,
also known as forward error correction (FEC) codes, manage to
overcome the disadvantages of the data replication approach,
and can achieve a high degree of fault tolerance with a much
lower cost of physical storage [3]. An erasure code takes » data
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words and transforms them into m code words such that any n
out of (n+m) words are enough to recover the original » data
words. Erasure codes use a mathematical function to convert
original data words into encoded words and to recover them
back. They can be very efficient in providing fault tolerance for
large quantities of data, hence they are quite suitable for large-
scale cloud storage systems.

Data redundancy through parity codes represents the
simplest form of erasure codes, which overcomes the drawback
of data replication. RAID-5 is the most commonly used
technique that uses parity codes. It calculates parities from the
original data to achieve fault tolerance. However, this
technique is typically used by CSPs at the hardware level, and
very few research efforts attempted to apply the RAID concept
at the software level to resolve issues related to the major data
failures of a service provider, which actually have become
quite common nowadays [9].

B.  Reed-Solomon Coding for Cloud Based Storage

Use of error-correction codes for redundancy has become
prevalent due to its various advantages. Reed-Solomon (RS)
coding is a type of optimal erasure codes, which follows the
basic error-correction techniques. There are many different
ways to implement error-correction using erasure codes, but
RS technique is a good compromise between efficiency and
complexity [10]. Traditionally, RS technique has been used in
various applications such as error-correction in CD-ROM and
DVDs, satellite communications, digital television, and
wireless or mobile communications [11]. The use of RS
technique to provide fault tolerance over the cloud is a fairly
new idea. Our approach to distributing data and checksum
pieces with multiple cloud services could build a RAID-like
system with less storage overhead and more flexibility in the
degree of fault tolerance for the stored data. Here we first
briefly introduce the RS coding approach. Let there be n data
pieces, we encode all data pieces using RS algorithm into m
checksum pieces such that out of (n+m) pieces, any n pieces
are enough to recover the original »n data pieces. If the (n+m)
pieces of data are distributed over (nt+m) devices, this
algorithm can be used to handle m failures of the devices.

To simplify matters, we assume each data piece is an
unsigned byte ranged from O to 255. In order to calculate the
checksum bytes, we first create an (m+n)xn Vandermonde
matrix 4, where the i, j-th element of A is defined to be i/
[11]. By this definition, when m rows are deleted from A, the
newly formed matrix is invertible. Then we derive the
information dispersal matrix B from A using a sequence of
elementary matrix transformation. The information dispersal
matrix B is defined as in Eq. (1), where [ is an nxn identity
matrix, and F is an mxn matrix. Note that since elementary
matrix transformation does not change the rank of a matrix
and each row in 4 is linearly independent, the information
dispersal matrix B maintains the property that when m rows
are deleted from B, the newly formed matrix is invertible.

1
B_H (1) BD{ }D—E, whereE:{D} 2)
F F C
Let D be a vector of n-byte data d, d, ..., d,.;, and C be a
vector of m-byte checksum ¢y, ¢, ..., ¢,y With the

information dispersal matrix B, we can calculate the checksum

vector C from the data vector D as in Eqs. (3), where f; ; (0 < i
<m-1, 0 <j < n-1) are elements of the m>n matrix F. Based on
the calculation of C, Eq. (2) must hold.

co = fo,0*do + fo, 1 d\ ...+ fo, 1
cr=h,0*do i ¥di+ .+ fi ¥ 3)

Cnet = Je1,0%do + fro 1 ¥di ot fu, n ¥

Now suppose k bytes, where k& < m, are missing from
vector D. By deleting the missing k elements from D as well
as any m-k elements from C, we derive a new n-byte vector £’
as in Eq. (4), where D’ is a (n-k)-byte vector d('),dl',,,,,d};fkfl,
and C’ is a k-byte vector ¢,,c,,...,c, ,- Similarly, in Eq. (2), by
deleting m rows from B that correspond to the deleted rows in
E, we drive an nxn matrix B’ as defined in Eq. (5), where I’ is

an (n-k)xn matrix, and F" is a kxn matrix. The matrix B’ must
be invertible as we have mentioned, and Eq. (6) must hold.

D' I I D'
ol ol o enli]o[2] o

By calculating the inverse matrix G = B'"' using Gaussian
elimination method, we can recover the data vector D as in
Eqgs. (7), where g; ; (0 <i < n-1, 0 <j < n-1) are elements of the
nxn matrix G.
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Once the n-byte vector D is restored, the m-byte vector C
can be recalculated as in Egs. (3). Note that implementation of
the RS algorithm for data files requires to perform
computations on binary words of a fixed length w. For
example, when the binary word is a byte, w equals 8. To
ensure that the RS algorithm works correctly for fixed-size
words, all arithmetic operations must be performed over
Galois Fields with 2" elements denoted as GF(2") [11]. A
Galois field GF(2") is also known as a finite field which
contains finitely many elements, namely 0, 1, .., 2"-1.
Arithmetic operations performed over Galois Fields will result
in finite values in GF(2"). As such, all arithmetic operations
mentioned in this section, including the matrix inverse,
encoding and recovery of data, must be calculated using
Galois Fields arithmetic.

IV. OPTIMAL NUMBER OF CHECKSUM PIECES

A. Calculating the Optimal Number of Checksum Pieces

In order to achieve the highest space efficiency in our
approach, we propose a procedure to compute the minimal
number of checksum pieces that allows the failures of multiple
cloud service providers. Let N be the number of service
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providers, I'= {1, 2, ..., N}, and M be the maximal number of
services allowed to fail or become unavailable at the same
time, where 1 < M < N-1. We define a failure set & as follows:

®e P(I), where 2(I) is the power set of I, and |®| < M.

The set of available CSPs Q corresponding to @ can be
defined as in Eq. (8).

Q=I-® ®)

Let the number of data pieces of a file be n. In order to
distribute n data pieces evenly over N cloud service providers,
we calculate the number of data pieces ny, ny, ..., and ny stored
at CSP1, CSP2, ..., and CSP_N, respectively, as in Eq. (9).

(n/N—‘ when =1
e ’_”_z:ln,-)/(N—i+l)-‘ when 1<i<nN

N-1 .
n-— E n, i=N
j=1""J

where n=n; + ny + ... + ny. Eq. (9) allows even distribution of
n data pieces over N cloud service providers such that |n; - n| <
1 for 1 <14, j < N. For example, when N = 3 and n = 7, the
number of data pieces distributed over three cloud service
providers CSP1, CSP2, and CSP3 will be 3, 2, 2, respectively.
As a major requirement for fault tolerance, when up to M
CSPs become unavailable, the original data must be recovered
from the remaining CSPs from the available set Q. Let m be
the number of checksum pieces required, and my, my, ..., my
are the numbers of checksum pieces distributed over CSP1,
CSP2, ..., and CSP_N, respectively. Obviously, we have m =
my; + my + ... + my. To calculate the minimal number of
checksum pieces m, we can solve the integer linear
programming problem as defined in Eq. (10).
s N
mnimze Zizlmi

subj ect to for each failure set @ (10)

>z Y0,
ieQ ! jed J

where @ € A(I) and |®| =M

when

Note that a solution to the above optimal problem
automatically satisfies the cases when |®| < M. The space
efficiency e of a solution can be calculated as in Eq. (11).

ezl—m/(n+m),wheren:zl_ilni andm:zzlmi (11)

As an example, let N =3 and M = 1, the integer linear
programming problem can be simplified as in Eq. (12).

mnimze my+ my +my
subject to m;+my;>=n;
WI2+WI3>:711
m1+m3>:n2

// when @ = {3} (12)
// when @ = {1}
// when @ = {2}

Table 1 shows the optimal solutions and their space
efficiency for the above example with »n ranges from 2 to 14.
For instance, when n = 8 (n; = 3, ny = 3, n3 = 2), the optimal
solution is m; = 1, m, = 1, and m3 = 2, and the space efficiency
e =1 -4/(8+4) = 0.6667. In this case, if any service provider
becomes unavailable, the missing 4 pieces of data can always
be recovered from the remaining data and checksum pieces
stored at the other two CSPs.

Table 1. Optimal number of checksum pieces and space efficiency

Dat a Checksum Space
Pieces |(n;, nz n3){(m, m, m)| Pieces |Efficiency

(n) (m (e)
2 (1, 1, 0) | (0, 0, 1) 1 0.6667
3 (1, 1, 1) | (0, O, 1) 2 0. 6000
4 (2, 1, 1) [ (0, 1, 1) 2 0. 6667
5 (2, 2, 1) | (1, 1, 1) 3 0. 6250
6 (2, 2, 2) | (1, 1, 1) 3 0. 6667
7 (3, 2, 2) | (1, 2, 1) 4 0. 6364
8 (3, 3, 2) | (1, 1, 2) 4 0.6667
9 (3, 3, 3) | (2, 2, 1) 5 0. 6429
10 (4, 3, 3) | (1, 2, 2) 5 0. 6667
11 (4, 4, 3) [ (2, 2, 2) 6 0. 6471
12 (4, 4, 4) | (2, 2, 2) 6 0. 6667
13 (5, 4, 4) | (2, 3, 2) 7 0. 6500
14 (5, 5, 4) | (3, 3, 2) 7 0.6667

B. Distibution of Data and Checksum Pieces over CSPs

When dealing with a file with & bytes, if & is not a multiple
of n, we first need to append r bytes with random values to the
end of the file such that ((k + ) mod n) = 0. Then we group
the (k+r) bytes into n data pieces so that each of them contains
(k+r)/n bytes. By applying Eq. (9) and Eq. (10), we calculate
the distribution of the » data pieces and the optimal number of
checksum pieces. Finally, using the equations described in
Section III.B, we can calculate the checksum pieces. Figure 2
shows an example of file distribution at service providers
CSP1, CSP2 and CSP3 when N=3, M=1,n=8 and m = 4.

CSP1 csP2 CSP3

\ D_8 4_FilelD_1 \ \ D_8_4 FilelD_4 \ \ D_8_4_FilelD_7 \

\ D_8 4 _FilelD_2 \ \ D_8_4 FilelD_5 \ \ D_8 4 FilelD_8 \

6 \ D_8_4_FilelD_3 \ \ D_8_4_FilelD_6 \ \ C_8_4_FilelD_3 \
Cloud User [ csarien1 | [ csaFieD2 | [ C84FieD4 |

Figure 2. Distribution of data and checksum pieces at three CSPs

As shown in Fig. 2, we distribute 3, 3, 2 data pieces
(denoted by the file names starting with the letter “D”) over
CSP1, CSP2 and CSP3, respectively. Based on the optimal
solution given in Table 1, we also distribute 1, 1, 2 checksum
pieces (denoted by the file names starting with the letter “C”)
over CSP1, CSP2 and CSP3, respectively. When any of the
service providers fails, the original data can be recovered from
the remaining 8 pieces of data using Eq. (7). It is worth noting
that by the definition of the RS coding technique, when up to 4
pieces of data from multiple CSPs are missing or corrupted,
the original file can still be recovered using Eq. (7).

V. CASE STUDY

To demonstrate the feasibility of our proposed approach,
we developed a prototype secure and reliable cloud storage
application in Java. We adopt three different cloud services
supported by major CSPs to store our data pieces and
checksum pieces in the cloud. The selected cloud services are
Amazon S3, Google App Engine, and Core Dropbox APIs
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with free user accounts. All experiments have been conducted
with excellent Internet connections at University of
Massachusetts Dartmouth, where the download speed was
around 160 Mbps (~20MB/s) and the upload speed was around
400 Mbps (~50MB/s). Therefore, the network connection at
the client side will not become a bottleneck for all of our
experiments. As shown in Fig. 3, the user interface of the
application allows one to select a file to upload into the cloud.
After choosing the number of data pieces (n), the optimal
number of checksum pieces (m) can be automatically
calculated using integer linear programming. By clicking on
the “Encode and Upload” button, the selected file is divided
into n data pieces, and the application automatically encodes
them into m checksum pieces. Once all pieces of data become
ready, they are uploaded into the three selected cloud storage
services using multithreading techniques. The message box in
the user interface displays the encoding time, the uploading
time and the total processing time.

E

Encode and Upload rDownIoad and Decode rDownIoad Without Data Loss \

|£ ] Secure and Reliable Cloud Storage

Select a file to encode and upload : | Browse My Computer |

File to be encoded and uploaded : C:\Temp\DisneyWorld-12-25-2014.mp4

Size of the selected file (MB) : 155.84 MB

Choose the number of data pieces (n) :

Optimal number of checksum pieces (m) :

Encode & Upload

Cloud services : [v] Amazon Google Dropbox

Message Box

Time used to encode DisneyWorld-12-26-201d.mpd : 3.721 Seconds.
Time nsed to upload DisneyWorld-12-25-201d.mpd @ 61.315 Seconds.

Total processing time : 55.035 Seconds.

Figure 3. Encode and upload a file to multiple cloud storage services

Figure 4 shows the user interface for downloading and
decoding an uploaded file in the cloud. As shown in the figure,
a user first selects a file from the list of uploaded files, then
chooses at least two cloud service providers as the maximal
number of failed cloud services M equals 1. By clicking on the
“Download and Decode” button, the available file pieces are
concurrently downloaded to the local computer, where the
original file is recovered using RS coding techniques.
Similarly, as shown in Fig. 4, the message box in the user
interface displays the downloading time, the decoding time
and the total processing time, as well as the location of the
downloaded file on the user’s local computer.

To analyze the performance of our approach, we selected a
video file with a file size of 156 MB. Figure 5 shows the
encoding and uploading time vs. the number of data pieces set
by the user. From the figure, we can see that when we increase
the number of data pieces from 2 to 8, the uploading time
drops down significantly; while the encoding time has slightly
increased. The significant performance improvement for

uploading is due to the use of multithreading techniques;
however, the increased number of data pieces along with more
checksum pieces result in more overhead for encoding. When
the number of data pieces 7 is further increased, the uploading
time dramatically goes up. Based on our further experiments
with the cloud service providers, the concurrent processing
capabilities of the service providers as well as their
bandwidths become a major issue when the number of
concurrent uploading reaches 5. Note that when n = 10, the
optimal number of checksum pieces m = 5, so the number of
concurrent uploading to each CSP is 5.

|£: | Secure and Reliable Cloud Storage = e S|
Encode and Upload | Download and Decode ’/ Download Without Data Loss |

Files available to download : |DisneyWorld-12-25-2014.mp4
1JSEKE-2014-Introduction.pdf
SEKE-2014-XU.pdf

DRBD-IEEESMC-2010.pdf

Data and checksum pieces on multiple cloud services :

[v] Amazon: Google: []Dropbox:

4] I | ] o] 1 | D

Click to download file from selected cloud services : Download & Decode

Message Box

Time used to download the file from selected cloud serwices ! B6.133 Seconds.
Time used to decode the downloaded file : 3.803 Secomds.
Total processing time : 58.036 Seconds.

File has been downloaded at : C:\Test\DisneyWorld-12-25-2014.mpd

Figure 4. Download and decode a file from clouds with a failed service

Figure 6 shows the downloading and decoding time vs. the
number of data pieces set by the user. From the figure, we can
see that when we increase the number of data pieces from 2 to
9, the downloading time drops down significantly; while the
decoding time has slightly increased. Similar to the case of
uploading, the significant performance improvement for
downloading is also due to the multithreading techniques, and
the increased number of data pieces along with more
checksum pieces result in more overhead for decoding. When
the number of data pieces n is further increased, the
downloading time goes up slightly, which it is not as bad as in
the uploading case with dramatic performance change. This is
because major cloud service providers typically put more
restrictions on their upload bandwidths than their download
bandwidths, especially for free user accounts.

From the above experimental results, we can see that both
the uploading and downloading time can be significantly
reduced by selecting a reasonable number of data pieces. For
example, when a file size is between 100 to 200 MB, based on
our experiments, the number of data pieces should normally be
set to 8 as long as the network bandwidth is sufficient.
According to Table 1, when n = 8, the optimal number of
checksum pieces m = 4. In this case, the space efficiency e
reaches its highest value 0.6667. It is worth noting that when
no service provider fails, the application only needs to
download the data pieces, and no checksum pieces are needed
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for restoring the original file. In this case, the downloading
time can be further reduced, and the decoding time becomes
merely the time needed to combine the data pieces into the
original file. Therefore, in a normal case with no failure of
service providers, the overall performance for file retrieval
will be better than the results demonstrated in Fig. 6.

Encoding and Uploading Time (156 MB File)

—s=—Total Processing Time

180
\ —k— Uploading Time
160

\ —s— Encoding time

e
/:%{//\‘

Time {Second)
@
L=
T

Number of Data Pieces {n)

Figure 5. Encoding & uploading time vs. number of data pieces

Downloading and Decoding Time (156 MB File)
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140 'A
120 \

\ —s— Decoding time
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—— Downloading Time

T 100
c
: \
: . A
£ & —i— :
) 40 \/l\-\.//:\\ //‘/‘
N
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0 = — e

Number of Data Pieces {n)

Figure 6. Downloading and decoding time vs. number of data pieces

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we addressed three major issues with cloud
storage, namely reliability, security and performance. Instead
of achieving data reliability using redundancy at the server
side, we presented a reliable and secure cloud storage schema
for end users. In our approach, we view multiple cloud storage
services as virtual disks, and upload redundant data files into
multiple cloud storages. The redundant data files are calculated
using erasure codes techniques, which allow multiple failures
of the data pieces. By forming an optimal problem for
calculating the number of checksum pieces, we can achieve the
best space efficiency in our approach. Furthermore, we divide
the user data into pieces, and distribute them across multiple
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cloud services; therefore, no single CSP can understand the
uploaded user data. As a result, our approach can effectively
protect user data from unauthorized access in the cloud, and
provide security at the software level for the end users. Finally,
the experimental results show that due to concurrent data
processing, our approach provides very good performance in
file uploading and downloading, with the cost of minor
overhead for encoding and decoding data.

For future work, we will investigate possible ways to
automatically select a suitable number of data pieces based on
the network condition and the file size. We will consider other
major aspects of cloud data, such as data integrity and
confidentiality. For example, it would be feasible to adopt the
digital signature technique to verify the integrity of the data
stored in the cloud to ensure they were not altered by the
service providers. Furthermore, when large cloud files are
involved, the overhead for encoding and decoding may become
a concern. To improve the overall performance in this case, we
need to look into more advanced techniques for erasure codes,
such as regenerating codes and non-MDS codes [3]. Finally,
we will attempt to integrate our approach with cloud-based big
data analysis for reliable and secure data stored in the cloud.
This may also be considered as a worthy future direction.

REFERENCES

[1] S. Yegulalp, “Adobe Creative Cloud Crash Shows that No Cloud is Too
Big to Fail,” InfoWorld, May 16, 2014. Retrieved on March 7, 2015
from http://www.infoworld.com/article/2608200/cloud-computing/adobe
-creative-cloud-crash-shows-that-no-cloud-is-too-big-to-fail.html

[2] C. Talbot, “Dropbox Outage Represents First Major Cloud Outage of
2013,” Talkin’Cloud, Jan 15, 2013. Retrieved on May 18, 2014 from
http://talkincloud.com/cloud-storage/dropbox-outage-represents-first-
major-cloud-outage-2013

[3] J. S. Plank, “Erasure Codes for Storage Systems: A Brief Primer,”
Login: The USENIX Magzine, www.usenix.org, December 2013, Vol.
38, No. 6, pp. 44-50.

[4] C. Huang, H. Simitci, Y. Xu ef al., “Erasure Coding in Windows Azure
Storage,” Proceedings of the 2012 USENIX Annual Technical
Conference, Boston, MA, USA, pp. 15-26 , June 13-15, 2012.

[5] L. B. Gomez, B. Nicolae, N. Maruyama, F. Cappello and S. Matsuoka,
“Scalable Reed-Solomon-based Reliable Local Storage for HPC
Applications on laaS Clouds,” Proceedings of the 18th International
Euro-Par Conference on Parallel Processing (Euro-Par’12), Rhodes,
Greece, pp. 313-324, August 2012.

[6] O. Khan, R. Burns, J. Plank, W. Pierce, and C. Huang, “Rethinking
Erasure Codes for Cloud File Systems: Minimizing I/O for Recovery
and Degraded Reads,” Proceedings of the 10th USENLX Conference on
File and Storage Technologies (FAST-2012), San Jose, CA, USA, pp.
20-33, February 2012.

[71 N. Santos, K. Gummadi, and R. Rodrigues, “Towards Trusted Cloud
Computing,” Proceedings of the Workshop on Hot Topics in Cloud
Computing (HotCloud09), Article No. 3, San Diego, CA, June 15, 2009.

[8] K. Hwang and D. Li, “Trusted Cloud Computing with Secure Resources
and Data Coloring,” [EEE Internet Computing, Vol. 14, No. 5, pp. 14-
22,2010.

[9] D. Fitch and H. Xu, “A RAID-Based Secure and Fault-Tolerant Model
for Cloud Information Storage,” International Journal of Software
Engineering and Knowledge Engineering (IJSEKE), Vol. 23, No. 5,
2013, pp. 627-654.

[10] C. K. Clarke, “Reed-Solomon Error Correction,” R&D White Paper,
British Broadcasting Corporation, July 2002.

[11] F.J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting
Codes, North-Holland Mathematical Library, Amsterdam, London, New
York, Tokyo, 1977.



Towards a Deployment System for Cloud Applications

Ruici Luo'?, Wei Ye??", and Shikun Zhang??

School of Electronics Engineering and Computer Science, Peking University, China
’National Engineering Research Center for Software Engineering, Peking University, China
3Key Laboratory of High Confidence Software Technologies, Ministry of Education
{luoruici,wye,zhangsk} @pku.edu.cn

Abstract

A sophisticated deployment system plays an important
role in automating and improving the process of software
delivery, especially for cloud applications. Since cloud ap-
plications usually consist of many components run on differ-
ent virtual machines, i.e., EC2 instances, the deployment is
time-consuming and error-prone, which may involves man-
ual operations and complex scripts. We develop a deploy-
ment system aiming to accelerate cloud application deliv-
ery. First of all, we propose a component model and a con-
nector model involving cloud feature. Then we present a
component management system, in which component can
be configured and instantiated rapidly based component in-
heritance and composition. Finally, we develop a novel de-
ployment mechanism that can automate deployment process
across multiple cloud instances. Experiment shows that our
approach can reduce the build time and downtime so that it
can speed up the delivery process of software application.

Keywords: software architecture; application deploy-
ment; cloud computing; continuous delivery

1. Introduction

For enterprise applications, continuous integration is in-
creasingly seen as an effective tool for reducing the cycle
time from product backlog to receiving actual user feed-
back. This can result in real increases in developer and team
productivity when combined with cloud computing. One
key trend that is growing in importance daily is Continu-
ous Delivery[13]. More and more organizations are look-
ing to embrace an agile model in which stringent, auto-
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mated testing allows enhancements or “micro-releases” to
go live without the traditional waterfall release cycles. We
are seeing a major shift in enterprise software development
to cloud-based, continuous delivery, with fully automated
quality, coverage, functional and performance tests gating
live deployments. Thus, incremental deployment become
more critical since it is very expensive to rebuild and rede-
ploy the whole application. Meanwhile, cloud applications
usually consist of many components run on different virtual
machines making deployment time-consuming and error-
prone, which may involves manual operations and complex
scripts. It has become a common issue to reduce the build
time and downtime so that it can speed up the delivery pro-
cess of cloud application.

In the past two decades, application servers have been
designed to serve multiple applications, which means ap-
plications share identical runtime and deployment scenario.
With the advent of Cloud Computing the IT resources
can be rapidly and elastically delivered via Internet. Ex-
amples of compute Clouds are Amazons Elastic Compute
Cloud (EC2) and Google App Engine (GAE). Meanwhile,
the complexity of applications and servers grows rapidly.
Nowadays, the benefits of making the server immutable[14]
becomes more obvious and clear. If anything of an applica-
tion has been changed, a new immutable server instance will
be made next to the existing one, which will be destroyed
soon. One can request and release resources in a few sec-
onds with low costs, e.g. creating instances in EC2 and run-
ning applications in GAE. In this context, back-end infras-
tructure including middleware container has become one in-
tegral part of one specific application. LXC (Linux Contain-
ers) is an operating system level virtualization method for
running multiple isolated Linux systems (containers) on a
single control host, instead of creating a full-fledged virtual



machine. We see that it has become feasible in cloud envi-
ronment to make application deployment and runtime im-
mutable with virtualization and lightweight container tech-
nology like Linux Container. If each component has its own
infrastructure and isolated runtime, the cost of rebuild and
redeploy a single component will be relatively low. By im-
posing a well-organized connectivity and lightweight com-
munication mechanism between application components,
breaking down partial components will not terminate the
whole application. We could leverage the power of cloud in-
frastructure to support individual evolution, ensuring good
replaceability and upgradeability of components in software
system to achieve the goal of continuous delivery.

Application management is a key issue for successful
continuous delivery. Developer need to take care of evo-
lution of component configuration. Current solution for ap-
plication management dedicated to TaaS(Infrastructure as a
Service) and PaaS(Platform as a Service). Many config-
uration management systems such as Puppet[5], Chef[2],
which provide a DSL to model a virtual machine instance,
including files to present and application stack that should
be running. These configuration management systems man-
age the configuration of applications in a centralized server
and the work of deployment is assigned to operation teams,
not developers. Although virtual machine[9] based on TaaS
platform is a solution to deploy application, we also need
a simple and lightweight way to manage the deployment of
applications.

1.1. Contributions

This paper makes the following contributions:

e We present an component model from deployment per-
spective for accelerating continuous delivery process.
In our approach, components consist of business func-
tion code, configuration options and runtime software
stack(OS, middleware, dependencies library) defini-
tion which is called image. A image can be instantiated
to a instance.

We also provide a system to manage the images and in-
stances. An inheritance mechanism ensures that each
component can evolve independently and reused in
many situations. Unlike all previous techniques and
systems of which we are aware, our approach makes
components immutable. If any changes occurs, a new
image of the specific component is generated and in-
stantiated to replace the old instance. Also the evolu-
tion process is recorded, i.e. the history of images is
maintained by our deployment system. It is easy to
rollback to any state of application.

We present an system that automates the deployment
of distributed application based on this model in the

123

cloud. The deployment system processes the instanti-
ation and resolve the interconnections of components.

The rest of this paper is organized as follows. Section
2 presents a motivating example that illustrates how our
approach works. Section 3 describes a component-based
model and an application management system for cloud ap-
plication. Section 4 describes an automated deployment
system. Section 5 gives an example in practice to evalu-
ate our approach. Section 6 discusses related works. We
conclude in Section 7.

2. Component Model

To meet the challenges that applications in cloud should
be highly scalable and flexible, we propose a component
model as an abstraction of deployment elements. From the
business function perspective, following the object-oriented
principles of ”’Single Responsibility” and ”Concerns Sepa-
ration”, a component should focus on a small, single and
independent business function that it is responsible for. So
parallel development can be organized straightforwardly
and incremental evolution could be performed smoothly.
From the infrastructure perspective, application changes are
not only about application itself. Changes that is about
environment should also be considered as part of evolu-
tion. Dynamic components interchangeability should be
supported. So adding or updating components will not re-
quire redeployment of the entire application.Using the com-
ponent model to abstract the target deploying application,
we are aiming to following features:

e Self-contained infrastructure: Each Component con-
tains the infrastructure required at the runtime. The
infrastructure includes but is not limited to middle-
ware and OS environments. This ensures the isolation
of components and also improves the reliability since
they do not affect each other.

Individual Evolution: For the reason that each com-
ponent has its own infrastructure and isolated to each
other, they can be developed and maintained indepen-
dently at the time. This can greatly improve the pro-
ductivity of software and reduce the maintenance cost.

Disposable Components: In cloud environment, virtu-
alized instance can be acquired cheaply and pirated.
The past method that deploying components into mid-
dleware or operating system is out of time.

We propose a component model, which is an extension
of BU(Business Unit) model from BuOA[15]. BU contains
presentation layer, business logic layer and data accessing
layer inside. BU also provides attributes, operations and
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Figure 1. Extending infrastructure layer of BU

events as its external interface. Basically, attributes can
be treated as representations of BUs internal state; opera-
tions provide ways to query and change its internal state;
and events will indicate the changing of its internal state.
However, BU only concerns abstraction in application logic
level, lacking mechanism to support cloud features. Thus,
we add infrastructure layer in Business Unit model, which
includes middleware and OS environment. The extended
model is illustrated in Figure 1.

The component model has two levels, business level and
infrastructure level. Business level is not always necessary.
A image with a MySql database can be seen as having only
infrastructure level. Componentonnectivity between images
can be categorized into three categories base on the Two-
Level perspective.

Business dependency This kind of relationship can be
further divided into four categories: observing, injecting,
weaving and binding as well as BuOA. We will not cover
them in detail here.

Infrastructure dependency: This kind of relationship
defines the dependencies of infrastructure, e.g. application
server has dependencies of cache and database server.

Data sharing Another way to connect two components
is to share data between them. An example is that multiple
business components use a same database server.

3. Component Management

To support maintaince and evolution of components, we
present a system to manage components of cloud applica-
tions.
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3.1. Image

Image is subject to describe the state of a component, in-
cluding hardware characteristics, software stack(OS, mid-
dleware, etc...) and applicative binaries. Each image has a
unique identifier(usually generated by system via hash algo-
rithms). There are many images generated in the evolution
process of a component. So we aggregate these images to
a repository. In analogy with Git version control system,
a image is a commit and a repository is correspond to the
same name. A repository potentially holds multiple vari-
ants of an image. In the case of our ubuntu image we can
see multiple variants covering Ubuntu 10.04, 12.04, 12.10,
13.04, 13.10 and 14.04. Each variant is identified by a tag
and you can refer to a tagged image like “ubuntu:14.04”.

When developers decide to publish components for test
or release, the management system just generate a new im-
age with a unique identifier via the configuration about OS,
middleware and applicative binaries and it is pushed to the
central registry. The deployment system and other develop-
ers can pull this image and get an instance of it after push-
ing.

3.2. Instance

An instance is an instantiation of a image by assigning
concrete values to configuration, and it is deployed to the
TaaS platform as the runtime of a component. An instance
consists of software stacks and applicative binaries. An
instance has a global unique identifier as well as images.
The identifier could distinguish two instances instantiated
by one image.

3.3. Image Inheritance

To extend and reuse images for productivity, the image
could be inherited. For example, each portion of a web
application(web server, application server, cache, database,
etc...) is running in a Ubuntu linux operating system. So we
can make an “abstract”’(which could also be instantiated)
image for inheritance.

To extend base image, developers can add or override
dependencies and configurations to generate new images
which means that the configuration and the dependencies
are all inherited from a base image. On the other hand,
images with different versions of a same name should be
co-located in one repository.

3.4. Image Composition

Another way to extend and reuse existing images is com-
position. For example, if we need a image that consists of



Java runtime environment and mysql database and there ex-
ist independent images of JRE and mysql. We can compose
them and get a new image that has the java and mysql fea-
tures.

However, it is not appropriate to merge images in some
cases. If an image is based on “ubuntu” and another image
is based on "windows”, they can not be merged apparently.
So before merge, we would check if the images has the same
ancestor in the image tree, and then check if there are any
conflicts between them. After composition the images tree
becomes a Directed Acyclic Graph(DAG).

4. Application Deployment
4.1. Overview

To deploy the application to IaaS platform, we present a
deployment system which takes a deploy plan as following
configuration written by YAML:

web :
image :
ports:
— 8080
volumes :
.1/ code
links:
— redis
redis :
image: redis:latest
command: redis—server —appendonly yes

onboard—core :1.2

This defines two components:

e web, which is built from an image called onboard-core
with a version number 1.2. It also says to expose 8080
port, connect up the redis component and mount vol-
umes for data sharing.

e redis which uses the redis image with latest version
directly.

Each element on the top of the YAML file describes a
component. It specifies the name and version of image and
the dependencies to other component.

4.2. Disposable Distribution

As we mentioned above, to avoid the issue that infras-
tructure has been patched again and again, we make the in-
frastructure as part of application distribution. This means
that any changes to the infrastructure is equivalent to the
application. In our new situation, we absolutely know a
system has been created via automation and never changed
since the moment of creation. A distribution of application
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is never modified after deployed, and merely thrown away
after being replaced with a new distribution.

Another consideration is that the data related to an ap-
plication is not immutable and cannot be thrown away. A
practical way is shipping the data storage off of the BU dis-
tribution. Technically, sending log files to a central sys-
tem log server, using shared file system like NFS, choosing
mountable cloud service as storage devices are all feasible
practice to guarantee data integrity.

4.3. Individual Evolution and Development

Incremental deployment is critical in the software evolu-
tion since it is very expensive to rebuild and redeploy the
whole application. As we separate application into compo-
nents each of which has its own infrastructure and isolated
runtime, the cost of rebuild and redeploy a single compo-
nent is relatively low. Due to the lightweight communica-
tion mechanism between components, breaking down par-
tial BUs will not terminate the application. The individual
evolution can also ensure good replaceability and upgrade-
ability of components in software system.

To keep things simple, we consider two inter-related
components in an application. One component requires ser-
vices provide by another component and they are developed
in parallel. As the developer(s) of each component, they do
changes everyday with building and releasing SNAPSHOT
version of distribution. So the developer(s) of the compo-
nent that requires services of another does not need to get
the source code and build another component, he/she/they
only have to pull the SNAPSHOT of distribution and run
it locally. This greatly reduce the time cost of dependen-
cies building, testing and configuration. In summary, the
collaboration mechanism between components varies from
source code level to component with infrastructure level and
will give a huge boost to improve the quality, reliability and
productivity of software application.

S. Implementation and Evaluation
5.1. Component Implementation

We have implemented a prototype to verify our method
and evaluate its performance. We use Docker[3] to imple-
ment the infrastructure level of components. The imple-
mentation is based on Spring Boot[6]. Spring Boot provides
the ability to create stand-alone Spring based enterprise ap-
plication that embeds an application as the middleware and
can be run by itself. The prototype was tested on CentOS
6.4 and can also be applied or extended to the OS that sup-
ports Docker.

Application Logic Level of an image is the same
as the architecture proposed in BuOA. In the example



the component projectMg contains three bundles project-
Mgt.persistence, projectMgt.service, projectMgt.web, cor-
responding data accessing layer, business logic layer and
presentation layer respectively. They communicate with
each other based on contracted service interfaces, shielding
implementation details completely. For example, data ac-
cessing bundles can choose different Object-Relation map-
ping frameworks to do the persistence work as long as it
keeps the data accessing interface unchanged.

Infrastructure Level of an image is implemented as a
Docker container which contains a Spring Boot based ap-
plication. The Docker container is a virtualized and iso-
lated operating system, and the Spring Boot based applica-
tion is embedded application server like Tomcat or Jetty. It
is a stand-alone application which means no external server
is required. To describe the Docker container, we add a
Dockerfile to each BU. The Docker container is created via
Dockerfile with application build. The following text file is
an example description of infrastructure level of a image:

#Inherit from a built container
#with Java environment.

From komljen/jdk6—oracle

#Get the latest version of Maven

Run apt—get update

Run apt—get install —y maven

Run mvn clean install

#Startup the application

Cmd java —jar target/sample —1.0.0.jar

5.2. Evaluation

Onboard[4] is an actual application which continuous
runs for about 2 year. To begin with, we develop with the
BuOA approach. All BUs are put into a virgo instance. At
that time, each BU only contains application code and is
not isolated to each other. Any little change of a BU will
cause the application to restart. More seriously, bugs in a
BU cause the JVM process down and the application halts.
The 10 components run in their own Docker container and
are isolated to each other. There is one JVM process run-
ning as the runtime of each component. For the evolution
perspective, each BU has its own individual evolutionary
process.

The evaluation is based on the build time and downtime
of each release. In the old architecture, the calculation is
very easy because each build is related to the entire appli-
cation and the downtime is the restart seconds of the appli-
cation server. We have an continuous integration server to
do daily release of application. We collect the logs from
servers and make a table to show the data below (The data
is up to June 2014).

126

o

3120

g

E 80

s

o 40

o

&

g 0

[

> NI IR N I BN SR N .

< ¥4 N ’ v X 40 ” s v (o (o v
&S v&o &K & @ & & & & ® é@*

Date

Figure 2. Downtime costs with the evolution
of Onboard

H Month LOC  Change Times H
July 2013 231137 4
Aug 2013 231251 5
Sep 2013 228879 3
Oct 2013 211297 4
Nov 2013 212132 6
Dec 2013 234853 4
The refactor separator
Jan 2014 232268 16
Feb 2014 239247 19
Mar 2014 241317 20

Before June 2013, the application scale was relatively
small, hence, newer data are shown in table above to keep
our test in a consistent way. As we can see, the change
times increased very fast when do the isolation of BUs. The
reason is that each BU has its own evolution and the times is
added by each of them. Developing with the new approach,
the iteration has a much higher frequency.

The most important factor that affect the build time and
downtime is the increment. With our new approach, incre-
ment of each release is quite small because upgrade a small
part of BUs will not affect the status of other BUs. The
test results are shown in Figure 2 and Figure 3. The data in
these figures confirms that our new approach can reduce the
build time and downtime so that it can speed up the delivery
process of software application.

6. Related Works

The problem of deployment of application has attracted
significant attention in the area of System Administration.
Many tools exist: Puppet[5], Chef[2], CFEngine[1]. The
goal of these systems is to simplify the management task
of large scale machines. However, they only consider the
configuration of systems or environments and not take the
configuration and interconnections of components in appli-
cation.
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Figure 3. Build time costs with the evolution
of Onboard

Aeolus[7] component model is specifically designed to
capture realistic scenarios arising when configuring and de-
ploying distributed applications in cloud environments. It is
able to describe several component characteristics such as
dependencies, conflicts, non-functional requirements. The
Blender[10] toolchain extends [8] that automates the assem-
bly and deployment of complex component-based software
systems. By relying on a configuration optimizer and a de-
ployment planner, the final deployment satisfies not only
user requirements but also to be optimal with respect to the
number of used virtual machines.

Engage[11] is a deployment management system.
Throughout the paper the term resource is used as a syn-
onym of component. Resource consists of type and driver.
The former statically verifies deployment properties and
generates the deployment plan, while the latter installs and
manages the resource’s lifecycle. Engage introduces three
types of dependencies: Inside for nesting(e.g. application
code runs into an application server); Env for local de-
pendencies(Java programs need JRE); Peer for resources
deployed anywhere else. The present paper has a similar
idea to Engage: It separates the specification and runtime
of components and automated generates the right order of
deployment.

SmartFog[12] is a Java framework to manage deploy-
ment for distributed applications. It shares some concepts
with the Engage that each component has a declarative de-
scription and a driver called lifecycle manager.

7. Conclusion

To address the critical challenge of deploying distributed
application in the cloud, we present an component-based
model that aims to automated configure and deploy over
lightweight container. Base on the proposed model, we
introduce an application management system as well as
an inheritance-based mechanism that ensures each resource
can be evolved independently and reused in different sce-
narios. We also present a deployment system that could
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process the dependencies and interconnected relationship of
components automatically. To evaluate our approach, we
implement a distributed application on an industrial IaaS
platform. As aresult, we can decompose a cloud application
vertically into independent and cohesive modules which has
dynamic interchangeability and evolvability.
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Impact of Unanticipated software evolution on
development cost and quality: an empirical evaluation
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Abstract—Most techniques to aid maintenance and evolution of
software require to define extension points. Generally, developers
try to anticipate the parts that are more likely to evolve, but they
can make mistakes and spend money in vain. With Unanticipated
Software Evolution, developers can easily change any element of
the software, even those that are not related with an extension
point. However, we have not found empirical validations of
Unanticipated Software Evolution impact on development cost
and quality. In this work, we design and execute an experiment
for Unanticipated Software Evolution (specifically, using the
COMPOR platform), in order to compare its results metrics --
time, lines of code, test coverage and complexity -- using OO
systems as baseline. 30 undergraduate students were subjects in
this experiment. We concluded that COMPOR have significant
impact on the Lines of code and Complexity metrics, reducing the
amount of lines changed and the McCabe cyclomatic complexity
on evolution of a small system.

Keywords-Unanticipated Software Evolution, Cost, Quality,
Empirical software engineering, Software Evolution.

. INTRODUCTION

Some studies estimate that maintenance and evolution tasks
spend between 50% and 90% of software development budget
[13, 8]. Thus, Software Engineering researchers invest
considerable resources in order to create new techniques that
ease and reduce the cost of software evolution. Most of these
techniques require developers to anticipate extension points
(EP), which are flexible structures to hold new functionality
and changes.

However, there is a trade-off: defining an EP is abstract
and expensive; conversely, it is even more expensive to change
software pieces that are not prepared for it. So, for each EP
created, we expect a ROI (return of investment), deriving out of
reducing the cost of later changes that use the same EP. For this
reason, developers try to discern and isolate software chunks
inclined toward change. Nevertheless, sometimes they do not
predict EP correctly and ROI is zero.

Unanticipated Software Evolution (USE) is a Software
Engineering approach, which aids developers to change any
software fragment, even without EP [12]. It considers that is
possible to reduce the cost of software evolution and preserve
its quality, even when there is not investment to create EP. As a
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result, it would eliminate the trade-off we cited above and
developers would not worry to create EP.

In an effort to confirm USE hypothesis, we have analyzed
all articles published on USE events [12, 10, 11]. Nevertheless,
none of these studies have validated the influence of USE on
software development metrics such as quality and cost. In face
of this gap, we define a business problem for this work.

Business Problem: There is no convincing evidence on how
USE influences software development metrics.

In this paper, we perform an early evaluation of COMPOR
[5, 6], a USE platform developed by Embedded Laboratory at
UFCG *, whose code is open source and is available online?.
COMPOR is a container for components that communicate
with each other indirectly, through a specific message
mechanism. So that components have weak coupling and can
be easily changed. In fact, COMPOR can even change
components at run time.

We have defined a technical problem, reducing our scope to
COMPOR and using more specific software development
metrics.

Technical Problem: There are not empirical studies that
investigate COMPOR influence on software development cost
and quality.

We propose an experiment to fulfill this gap on USE
validation. Since COMPOR is a USE platform, its
experimental outputs are also USE results. So, we try to
evaluate USE impact over software development through
COMPOR.

Cost and Quality are abstract metrics. So we choose
concrete metrics for our experiment. We measure Cost as the
time spent and lines of code changed in order to complete a
software evolution task. Likewise, we assess Quality being
Cyclomatic complexity and Test coverage of code after
evolution.

In an ideal configuration, the experiment should use
professional developers to implement systems with two
alternatives — coding using only Object oriented code or using

! http://www.embeddedlab.org
2 http://bit.ly/COMPOR
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COMPOR - and compare the Time, LoC, Complexity and
Coverage results. This way we would infer COMPOR impact
on software development, considering OO results as baseline.

Due to resources and time limitations, we performed our
experiment with undergraduate students, during an OO Design
course. Carver et. al. [3] state that the risk of using
inexperienced students is justifiable for pilot experiments. This
kind of experiment would not be generalizable, but it
contributes to fix experiment design problems and to guide
future replications on professional development environments.

At this point, we can define our objective and hypotheses
using the GQM template.

Objective: The purpose of this study is to measure the
impact of COMPOR on evolution cost (time spent and lines of
code changed) and quality (tests coverage and complexity)
[16], from the point of view of software developers, in the
context of evolution tasks for a small system implemented by
undergraduate  students, using plain Object Oriented
implementations as baseline.

Hypothesis 1: COMPOR systems require less time to
complete evolution tasks than plain OO systems;

Hypothesis 2: COMPOR systems change less lines of code
to complete evolution tasks than plain OO systems;

Hypothesis 3: COMPOR systems have better test code
coverage after evolution tasks than plain OO systems;

Hypothesis 4: COMPOR systems have lower cyclomatic
complexity after evolution tasks than plain OO systems.

In the remaining of this paper, we show the related work,
describe COMPOR features, detail the experiment design,
analyze the experiment results and point out our conclusions
and future work.

Il.  RELATED WORK

We have divided this section into two parts. Firstly, we review
the literature about USE, looking for concrete tools and their
empirical validation. After that, we show some experimental
works for software evolution, similar to our experiment.

A. Unanticipated software evolution

We have found some USE works in literature. Oreizy et. al.
defined an architecture for run-time software evolution [14].
Keeney and Cahill created a framework for dynamic adaptation
[9]. Wurthinger et. al. modified a Java virtual machine to allow
arbitrary runtime changes at any point at which a Java program
can be suspended [19]. Piechnick et. al. propose a role-based
composition system that enables the adjustment of
unanticipated, dynamic self-variation of applications in a fine-
grained manner [15]. However these works did not evaluated
empirically the impact of USE on software cost and quality.
Therefore, we expanded the scope of our literature review to
experimental evaluation of software evolution.

B. Software evolution experiments

While investigating software evolution literature, we found
several experimental studies that evaluated aspects of
evolution.

Arisholm and his partners worked three times with
alternative designs for a coffee machine simulator, which sells
and prepares drinks [4], in order to: evaluate changeability of
systems with good and bad design [2]; measure the effect of
sequence in which maintenance tasks are performed on the
time required to perform them and on the functional
correctness of the changes made [18]; evaluate the effect of
centralized versus delegated control design on software
maintainability [1].

Deligiannis et. al. have replicated the [1] study, using other
programming language, enhancing the evolution tasks and
collecting more metrics [7]. Sfetsos et. al. used the coffee
machine project to investigate the impact of developer
personalities and temperaments on communication, pair
performance and pair viability-collaboration [17].

In spite of not focusing on USE, these works helped us to
design a comparative experiment for COMPOR.

I1l.  COMPOR

This section explains the Unanticipated Software Evolution
features of COMPOR that we evaluated in an experiment.
COMPOR has a generic and formal specification for a
component container. It defines the components structure and
their indirect communication, decoupling components and
easing their change. For example, in Fig. 1, a component A
needs to invoke a service of another component B, A does not
invoke B directly. Instead, B should declare a service named as
s and A could use the COMPOR API to invoke service s. The
COMPOR container discovers automatically where s is
declared and invokes it.

In a hypothetical evolution scenario, the system client
requires to change some functionality of s. The system
developer only needs to deploy another component C that also
declares a s service, replacing the former service from B. A and
other components that invoke s are not aware of that change,
since they do not know B and C components directly.

Currently, there are four COMPOR implementations, for
Java, C#, C++ and Python languages. In this experiment, we
used the Java Component Framework for COMPOR, which
defines two API classes: ComporFacade, that must be
extended to create the system entry point and to deploy
components; and Component, that must be extended too, in
order to declare services and invoke services of other
components.

IV. EXPERIMENT DESIGN

A. Experimental Units

With a view to run this experiment using evolution tasks,
we needed to choose a system to be implemented by the
experiment subjects. We decided to use a small system, which
can be completely implemented by just one developer, rather
than a big one that demands several developers working
together.

The coffee machine problem fits this small-system
requirement. It has also been replicated on several experimental
studies. So, we have decided to use the same project (with
some adaptations) for this experiment.
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Figure 1. COMPOR: Declaring and invoking.

We planned its development as evolution tasks, which are
the Experimental Units of our experiment.

The original coffee machine problem has four phases [4]:
Payment with coins, four types of drink with the same price,
cancel drink and return coins; add a new drink type with
another price; use employees badges to directly debit the cost
of drink purchases from paychecks; dynamic drink
configuration.

We have partitioned these phases into 50 small tasks, so
that developers can achieve better success rates on evolution
tasks. Among these tasks there are also some new tasks that we
have added to fill some missing functionality, e. g., loading
coins on machine start in order to provide change.

Since COMPOR is a tool that starts operating from
software design, the experiment does not need to measure
COMPOR influence on requirements and analysis development
phases. Therefore, we have simulated that requirements and
analysis phases were already finished, and provided automatic
functional tests for each evolution task. The functional tests run
against a specific coffee machine Facade, which can be
implemented using COMPOR or plain object orientation.

Next subsections detail the treatments designed to run with
the experimental units.

B. Input: Independent variables

Factor: Technology

The main focus of this experiment is to compare result
metrics of evolution tasks, between implementations that used
COMPOR versus other versions that used plain OO. Therefore,

the experiment contains a simple design with only one
interesting factor, which has two levels: using COMPOR or
using plain OO. The other sources of variation are undesired.
So, we have designed the experiment in order to neutralize
their effect over dependent variables.

Undesired controlled variable: Participants

The experiment engaged 30 third-year students of
Licentiate in Computer Sciences at UFPB, which were taking
an OO Design course. The OO Design teacher used this
experiment to grade the students in a practical project. Each
student has different levels of experience in OO programming.
While some of them work as junior developers on start-ups,
others have almost no programming skills. Before the
experiment, all students already had classes of refactoring
techniques and design patterns.

To reduce the effect of developer experience, we have
allocated them into random pairs. In fact, when we compared
the final grading score in OO Design class, the score standard
deviation for individuals was 0.89. In other hand, the score
standard deviation for the experiment pairs was 0.61.
Therefore, we suggest that pair randomization really reduced
the developer experience effect. Each pair performed pair
programming during the evolution tasks. Moreover, the
experiment design uses replication for participants, because
each pair should carry out all evolution tasks. We divided the
15 student pairs randomly into two groups. The first five pairs
should use COMPOR in the coffee machine implementation
and the other ten pairs must use plain OO.

Undesired not controlled variable: Environment

There are some events that we cannot control and would
impact the experiment results, such as, climate, holidays,
students transportation problems, etc. In order to reduce the
environment effect, we have designed the experiment in a
controlled manner. All students worked in a laboratory at
UFPB with similar schedule, resources and instructions to
execute

C. Procedures
Preparing

We have prepared some guidelines to guide students
through experiment:

e An Experiment Manual ®, explaining experiment
conditions, purpose, resources, steps, auxiliary
documentation and glossary;

e A Web Form to manually collect experimental unit
configuration and time spent metric;

e Auxiliary documentation containing pseudo code,
because instead of evaluating algorithms, we want to
analyze design decisions;

e A Github repository for a coffee machine specification,
containing a sequence of 50 tags (one for each
evolution task). Each tag defines the functional tests,

3 http://bit.ly/CoffeeMachineExperiment
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using jUnit * and Mockito® , for its respective evolution
task;

A tutorial which we have used to give a class about
COMPOR,;

A Github repository with the last COMPOR version.

The students were also trained on: Git, to manipulate
Github repositories; Maven, to manage projects dependencies;
JUnit and Mockito, to understand and execute the functional
tests; Facade design pattern, which was used by the functional
tests.

Executing

In the Coffee machine Github repository, we have created a
tag for each evolution task, with an X.YY format. Where X
means the coffee machine phase (from 1 to 4) and YY is the
evolution task inside of the phase.

Beginning on tag 1.01 until tag 4.15, the student pair has to
follow this procedure:

a) Merge the current implementation code with the next
tag (except for tag 1.01, which has not implementation);

b) Set the task start time;

c) Evolve the code until all functional tests pass;

d) Set the task finish time;

e) Commit the task final code and send it to Github;

Submit the Web Form with task data, such as start and

finish times, pair id, task id, technology and subjective
questions about difficulties.

The results of first five evolution tasks were fragile, since
we consider it as training for experiment modus operandi.

D. Output: Dependent Variables

After the Executing procedure detailed above, we can
collect several data about each evolution task. Github provides
a diff report for each commit, so we can calculate the amount
of lines of code changed by the evolution task. The time spent
is collected from a spreadsheet populated by the web form.

Collecting Complexity and Coverage data is harder, since
we need to access each evolution task final code and run the
Cobertura Maven plugin®. It generates an HTML report with
total test code coverage and mean McCabe cyclomatic
complexity.

V. ANALYSIS

In this section, we show the experiment result data and its
transformations, in order to try to obtain normal-distributed
data. We also perform some statistical tests and interpret the
models results. After all, we check the hypotheses defined in
Section 1.

A. Results and Transformations

The initial 26 experiment tasks (1.01 to 1.26) represent the
first coffee machine requirement. While the subsequent ones
represent evolution tasks. Due to software evolution

4 http://www.junit.org
® http://code.google.com/p/mockito/
® cobertura.github.io/cobertura/

131

importance and COMPOR evolution nature, we focused our
analysis on evolution tasks (2.01 to 4.15).

Each student pair worked 35 hours in this experiment, but
only one pair finished all evolution tasks successfully. All
teams submitted approximately 500 experimental task logs.

We have ignored some data due to the following reasons:

After task 4.01 there is not enough data to perform
statistical tests;

Three COMPOR teams used COMPOR poorly. Their
Facades are replete of OO code and invoke COMPOR
only three times. By comparison, the two remaining
teams have smaller Facades and invoke COMPOR 8
and 23 times, respectively;

The 3.02 Task alone weakened all COMPOR metrics.
Since, in the 3.03 task, the metrics returned to normal
levels, we consider the former task as an outlier.

This resulted in 338 observations that we have analyzed
using the R statistical language. The tasks data, R code and
program output are available online’.

In the scope of this experiment, tasks size vary a lot and
absolute data for response variables did not tend to be normally
distributed. With this in mind, we have transformed raw
experiment data into relative values based on the mean OO
metrics for each task. For example, the mean Time for all OO
teams on task 1.01 was 35 minutes. So, instead of using the
absolute Time value for Team 01 on this task (106 minutes),
we have made statistical tests using the respective relative
value (302% of OO mean). The relative data became closer to
the normal distribution than the absolute data.

After that, we applied a log transformation into Time and
LOC metrics and they become almost normally distributed. We
did not find any transformation that made Coverage and
Complexity data normal. So, these variables were tested with
non-parametric methods.

Since the experiment generated a lot of observations, we
have decided to split the observations into seven sequential task
groups of about 50 observations. After that, we made separated
statistical tests for each task group. Therefore, we compared
OO and COMPOR metrics seven times during experiment
execution and got temporal conclusions for experiment results.

The task groups had different configurations for each
response variable (Time, LOC, Coverage and Complexity). We
made some group adjustments in order to find group
boundaries where response variables change behavior. This
approach optimized the results of statistical tests.

Firstly, we tested the normality and homoscedasticity of
data for each combination of task group and response variable,
for both OO and COMPOR teams. In the sequence of analysis,
we used t tests for normal data and Wilcox tests for non-normal
data, in an effort to discover significant relations between
COMPOR and OO data: Do COMPOR metrics differ of OO
metrics? Are COMPOR metrics lower than OO metrics? And

! http://bit.ly/ComporExperimentResults1



are COMPOR metrics greater than OO metrics? At least, we
performed Power tests to analyze the probability of type II
errors.

B. Interpretation

The relative Time spend to complete tasks (Table 1) had an
alternating behavior in the experiment beginning. Between 1.04
and 1.24 tasks, 12 tasks spent less time with OO and 9 tasks
spent fewer time with COMPOR. These results have
considerable significance (p-value < 0.03) and power above
0.7.

As the experiment reached evolution tasks, COMPOR and
OO metrics equalized. In spite of the low statistical power, this
data indicates the COMPOR Time spent for evolution tasks is
better than its own Time for development tasks. We should
replicate this experiment, in order to obtain sufficient data until
the 4.15 task and analyze the metrics trends. There still is one
question: will COMPOR Time tend to equate OO Time
infinitely or COMPOR will overcome O0O?

In relation to the LOC metric, the relative amount of lines
changed is equal for both technologies until task 1.25. The last
9 (evolution) tasks demanded less lines for COMPOR versions.
As Table 1 shows, these data is significant and has statistical
power above 0.5.

Regarding Test Coverage, we gave equal and fixed tests,
mapping each task requirements, for all teams. So, low
coverage rates mean that a team created a lot of unnecessary
code, which reduces the code quality.

COMPOR teams had better coverage in the first 11 tasks
and equals coverage in the middle 23 tasks. However, in the
last 4 tasks, OO teams got better coverage results. This means
that COMPOR teams wrote more unnecessary code in the

experiment end and the use of COMPOR would impact system
quality.

Finally, we analyzed the Complexity metric, where the first
15 tasks had similar results for both technologies. In the 11
intermediary tasks, the COMPOR teams code complexity was
significantly lower than OO code. The last 8 (evolution) tasks
showed similar results again, but with low statistic power. This
means that there is a great probability that the statistical tests,
which are not significant for tasks 2.01 - 4.01, were wrong.
This data needs more replication to enhance the last tests power
and find out Complexity trends: does COMPOR continue to
generate code with lower complexity as system increases? This
answer can be found in a future work.

C. Hypothesis test

Hypothesis 1: Does COMPOR systems require less time to
complete evolution task than plain OO systems?

There is no significant trend on the impact of Technology
factor on the Time teams took to perform the evolution tasks.
So, we REJECT this hypothesis.

Hypothesis 2: Does COMPOR systems require less lines of
code to complete evolution task than plain OO systems?

COMPOR teams changed less lines of code to implement
evolution tasks. So, we ACCEPT this hypothesis.

Hypothesis 3: Does COMPOR systems have better test
code coverage after completing evolution task than plain OO
systems?

For almost all tasks, the Technology factor did not have
significant impact on test coverage after evolution tasks, in the
COMPOR versus OO comparison.

TABLE I. STATISTICAL TESTS FOR TIME, LOC, COVERAGE AND COMPLEXITY RESPONSES VARIABLES.

) ) Statistical tests (p-value) o
Variable | Task group | Normal data | Equal variance Statistical power
COMPOR =0 | COMPOR<0 | COMPOR>0

1.04 -1.07 Yes Yes 0.042 0.021 NS 0.78
@ 1.08-1.11 Yes Yes 0.003 NS 0.001 0.96
[ 112-1.16 Yes Yes 0.048 0.024 NS 0.73

117-1.24 Yes Yes 0.054 NS 0.027 0.75
O 1.26-3.01 No NA 0.053 0.026 NS 0.51
S 3.03-4.01 Yes Yes NS 0.064 NS 0.59

1.01-1.04 No NA 0.058 NS 0.029 0.74
% 1.05-1.07 Yes No 0.087 NS 0.043 0.46
§ 1.08-1.11 No NA NS NS 0.001 0.63
© 3.03-4.01 No NA 0.016 0.008 NS 0.999
N 1.16-1.20 No NA 0.044 0.022 NS 0.999
§ 121-1.26 No NA 0.021 0.01 NS 0.99
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Moreover, in the last evolution tasks, OO teams wrote code
with better coverage than COMPOR ones. So, we REJECT this
hypothesis.

Hypothesis 4: Does COMPOR systems have lower
cyclomatic complexity after completing evolution task than
plain OO systems?

In spite of the final evolution tasks inconclusive results,
COMPOR teams produced less complex code for 11
intermediary tasks. Therefore, we ACCEPT this hypothesis.

D. Threats to validity

Conclusion validity

Due to the low experience of the experiment subjects, we
have noticed that most pairs did not take care of system design.
They just want to finish the most tasks possible. These groups
have written bad code and randomly made some refactoring,
which could have influenced some results. We suggest, in
future replications of this experiment, to reserve a period of
time, after each task, only to perform refactoring.

Random irrelevancies can affect results, such as lack of
internet, hardware problems on PCs, etc. Another threat is
related to human experimental subjects who can easily change
their behavior over time, generating noise to the data.

External validity

The main threat to validity in this experiment is to
generalize the results, from the sample we have chosen —
undergraduate students — to the real population of
programmers. In the context of a company, it is expected that
employees have a reasonable leveling in relation to software
development. On the other hand, the academic environment is
very heterogeneous, in terms of ability and knowledge.

Another problem is the generalization of COMPOR results
to the whole class of Unanticipated Software Evolution tools,
because COMPOR good metrics could be result of another
COMPOR characteristic apart from USE. With this in mind,
we hid most COMPOR function, such as, run-time adaptation
and exposed only the inter-component communication.

VI. CONCLUSIONS

In this work, we designed and executed the first
experiment, as far as we know, for Unanticipated Software
Evolution that measures the effects of this technique on
development cost and quality.

We consider the experiment design as a valid contribution,
because it can be easily replicated with better configurations in
order to obtain more relevant results. In the scope of this work,
we have obtained some significant results for USE influence on
development cost and code quality. While COMPOR
significantly reduces the amount of lines changed and code
complexity, it does not affect development time and code test
coverage.

As future works, we suggest the replication of this
experiment with other configurations: providing with sufficient
time to complete all evolution tasks, until task 4.15; inviting
professionals to perform evolution tasks and given them better
COMPOR training; and using other USE tools. After acquiring

stronger evidences of USE hypothesis, other works may also
measure COMPOR performance overhead.
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An empirical study on the impact of Python dynamic
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Abstract—The dynamic features of programming languages are
useful constructs that bring developers convenience and flexibility,
but they are also perceived to lead to difficulties in software
maintenance. Figuring out whether the use of dynamic features
affects maintenance is significant for both researchers and
practitioners, yet little work has been done to investigate it. In this
paper, we conduct an empirical study to explore whether program
source code files using dynamic features are more change-prone
and whether particular categories of dynamic features are more
correlated to change-proneness than others. To this end, we
statically analyze historical data from 4 to 7 years of the
development of seven open-source systems. We employ Fisher and
Mann-Whitney hypothetical test methods, along with logistic
regression model to solve three research questions. The results
show that: (1) files with dynamic features are more change-prone,
(2) files with a higher number of dynamic features are more
change-prone, and (3) Introspection is shown to be more
correlated to change-proneness than the other three categories in
most systems. This innovative work can give some inspirations
and references to researchers who are always focusing their eyes
on how and why the dynamic features are used. For practitioners,
we suggest them to be wary of files with dynamic features because
they are more likely to be the subject of their maintenance effort.

Keywords- dynamic features; change-proneness;
empirical software engineering; open-source

. INTRODUCTION

In recent years, many researchers have shown great interest
in the use of dynamic features or dynamic behaviors of
programming languages, such as Python, JavaScript and Ruby.
Previous works were conducted mainly to discuss whether
practitioners are willing to use dynamic features, the main
reasons that drive people to use them and how these features are
used [1], [2], [3], [4] . Besides, there is a long and ongoing
debate about the possible pros and cons of dynamic features in
programming languages. Some authors state that dynamic
features are of benefit for their flexibility, expressivity and
succinctness [5]. For example, the commonly available
reflective mechanisms include support for checking available
fields/methods, adding and removing fields/methods without
the need to restart or rebuild the running program. Others hold
the opposite view that the use of these features may hinder
software evolution and lead to difficulties in software
maintenance. For instance, the use of eval endows programmers
with the ability to extend applications, at any time, and in almost
any way they choose, but it will affect the optimizations that can
be applied to programs and significantly limit the kinds of errors
that can be caught statically and the security guarantees that can
be enforced [4].Hence, it is of great significance to investigate
the relation between the use of dynamic features and system
maintenance. However, to the best of our knowledge, little work

Python;
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was focused on the effect of dynamic features on program
maintenance or evolution, let alone the use of Python dynamic
features. Therefore, we make an empirical study on the relation
between dynamic features and change-proneness which is well-
known to be an indicator of maintenance in the previous study.

Goal. We aim to investigate the effects of 18 Python built-
in dynamic features, classified into four broad categories, on the
three types of code evolution phenomena. First, we study
whether files with dynamic features have an increased
likelihood of changing compared to other files. Second, we
study whether files with more dynamic features than others are
more change-prone. Third, we study the relation between the
particular categories of dynamic features and change-proneness.

Contribution. This paper makes three contributions.

This work is the first one to consider the effect of
dynamic features on change-proneness, especially
concerning Python language, and thus it will give some
inspirations and references for the successors.

We analyze multiple historical releases of 7 open-
source systems to collect the occurrence of 18 Python
built-in dynamic features of each file and change
information between two versions. The data we gather
and publish? are useful for the follow-up studies related.

We get an instructive conclusion from the results of the
experiment that although developers are benefit from
the flexibility and convenience brought by dynamic
features, they should be prudent with them since these
features might contribute to more maintenance effort.

The remainder of this article is structured as follows. Section
Il introduces an overview of related work. Section Il provides
a description of the 18 Python dynamic features as well as the
classification and our detection approach for them. Section IV
describes the exploratory study definition and design. Section V
presents the study results. Section VI gives a detailed
explanation and discussion, along with threats to validity.
Finally, Section VII concludes the study and outlines the future
work.

1.  RELATED WORK

Until now, as far as we know, there has been no study of the
relation between dynamic features and change-proneness.
Several works studied the usage of dynamic features of various
languages, such as JavaScript, Smalltalk and Python, by
dynamically or statically analyzing the source code. We will
summarize these works as well as works that aimed at relating
software quality with factors such as metrics, code smells and
language characteristics.



Previous research on the dynamic features concerned how to
collect them and why and how these features were used in
practice. Callau et al. [1] studied the reflection feature in
Smalltalk and found that if a large portion of the usages of
dynamic features cannot be refactored, others work around
limitations of the programming languages. Richards et al. [4]
performed a large-scale study on the use of eval, the result of
which showed that eval was often misused and many uses were
unnecessary and could be replaced with equivalent and safer
code. Holkner and Harland [7] have conducted a study of the
use of 14 dynamic features in the Python programming language.
Their study focused on a smaller set of programs and concluded
that dynamic features occur mostly in the initialization phase of
programs and less so during the main computation. Further,
Akerblom et al. [5] did a similar research to Holkner's study.
They showed that dynamic behaviour is neither buried in library
code, nor predominantly occurs at program startup time, which
is in slight contrast to the results of Holkner's study. In our study,
we were partly inspired by their classification of dynamic
features.

Some studies used metrics as quality indicators, such as
Basili et al.’s seminal work [9]. Cartwright and Shepperd [10]
performed an empirical study on an industrial C++ system,
supporting the hypothesis that classes in inheritance relations
are more fault prone. It followed that DIT and NOC metrics [11]
could be used to find classes that are likely to have higher fault
rates. Some studies chose code smells as predictor of change-
proneness. For example, Khomh et al. [12] [13] studied the
impact of code smells on software change-proneness and
showed that, in their corpus, classes with code smells are more
change-prone than others.

Still others concentrated on the effect of programming
languages on software quality [14], [15], [16], [17]. For instance,
Baishakhi Ray et al. engaged a large scale study of
programming languages and code quality in Github. They found
that language features, such as static v.s. dynamic typing, strong
v.s. weak typing, do have a significant, but modest effect on
software quality. Bhattacharya and Neamtiu proposed a novel
methodology which controls for development process and
developer competence, and evaluates how the choice of
programming language affects software quality and developer
productivity. Fateman discussed the advantages of Lisp over C
and how C itself contributes to the “pervasiveness and subtlety
of programming flaws.” The author categorized flaws into
various kinds (logical, interface and maintainability) and
discussed how the very design of C, e.g., the presence of
pointers and weak typing, makes C programs more prone to
flaws.

Our study does not claim to compare which one is the best
predictor of software quality. On the other hand, we are
motivated by the previous work concerning the relation between
language features and software quality, and are enthusiastic
about how dynamic features may influence change-proneness
since they are claimed to have an effect on maintenance.

I1l.  PYTHON DYNAMIC FEATURES

In this section, we first briefly introduce the 18 built-in
Python dynamic features we focus on. Then we describe the
method to collect them.

2http://www.pharo-project.org
3https://scitools.com/
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A. Dynamic Features Selection and Classification

Although there are multiple kinds of dynamic features in
Python language, we choose the 18 famous and most often used
and investigated [5], [6], [7] features, as shown in TABLE I,
which are thought to be representative and are classified as
Introspection, Object Changes, Code Generation and Library
Loading. For brevity, we refer to the Python Reference Manual
[8] and present the definition of each classification stated as
follows, instead of a description of the individual constructs.

Introspection is a mechanism to treat modules and functions in
memory as objects, getting information about them, and
manipulating them.

Object Changes is a category of features that can update or
change the state of an object, and that can update, add or remove
fields in a way that may depend on the program state.

Code Generation is a category of features that can execute code
generated or imported in text format during runtime.

Library Loading is a category of constructs that can load or
reload arbitrary libraries at runtime, which allows deferring
decisions such as what library should be loaded according to
user input or underlying hardware.

TABLE I. PYTHON DYNAMIC FEATURES OF FOUR CATEGORIES
Categories
- Object Code Library
Introspection Changes Generation Loading
hasattr isinstance setattr eval __import__
getattr issubclass delattr exec Reload
callable type del execfile
globals vars
locals super

B. Dynamic Features Collection

Previous works presented two popular methods to collect the
use of dynamic features. One is to statically analyze the source
code to identify the occurrence of a certain kind of dynamic
feature, e.g. CallatiO et al. [1] developed a framework in Pharo?
to trace statically the use of dynamic features of Smalltalk. The
other is carried out using trace-based dynamic data collection by
instrumenting an interpreter to record runtime data [5]. Tracing
is able to more precisely describe actual uses of a certain feature
than purely static analysis but is sensitive to different paths
taken in a program due to input.

In our study, we employ the static collection method instead
of the dynamic data collection, because it is difficult to choose
representative inputs or interaction strategies that will give
acceptable code coverage to figure out all files with or without
dynamic features. The specific code analysis and data collection
process are supported by a static analysis tool Understand®.For
each version of a system, we first filter non-Python source files
by using the Python Strict option in Understand to dispose of
files unrelated and then build an intermediate database which
stores information of entities (function, variable, file, class,
attribute et al.), the call graphs among these entities and so forth.
After that, we write Perl scripts to invoke Understand APIs to
mine all program points that use the built-in dynamic features
from the database. The algorithm contains three steps:



TABLE II. SUMMARY OF THE CHARACTERISTICS OF THE ANALYZED SYSTEMS
Project Releases Duration Files LOCs Description
(number)
Boto 2.0-2.28.0 (6) 2011.07-2014.04 217-617 29,246-104,967 interfaces to Amazon Web Services
Bzr 1.2-2.5.0 (9) 2008.02-2012.03 585-830 148,183-263,454 version control system
Django 1.0-1.6 (7) 2008.09-2013.11 956-1872 | 83,136-165,184 high-level Python Web framework
Matplotlib 0.99.0-1.3.1 (6) | 2009.08-2013.10 767-1677 | 99,934-163,780 library for 2D plotting
Numpy 1.0.4-1.6.2 (8) 2007.12-2012.08 255-398 58,866-119,479 library for mathematics, science, engineering
Scipy 0.7.0-1.13.2 (8) | 2009.02-2013.12 419-510 91,479-149,471 library for mathematics, science, engineering
Tornado 1.0.0-3.2.1 (8) 2010.07-2014.05 42-97 10,915-22,095 high-level Python Web framework

1) Firstly, for each function called in a database, the
algorithm checks whether it reflects one of the analyzed
dynamic features except for del, simply by comparing their
names. If it matches one, find out the name of the file that uses
this function, and thus the number of the matched dynamic
features in this file is increased by one.

2) Secondly, for each lexeme in a file recognized by
Understand, the algorithm checks whether its token is a
keyword and its text is equal to del. If it is, then record the file
name and increase the number of the del in this file.

3) Thirdly, for a kind of dynamic feature that does not
appear in a file, the algorithm sets the number of that dynamic
feature in the file to zero.

4) Finally, the algorithm makes a two-dimensional table
stored in .csv format for the subsequent data analysis, which
saves all of the file names of a system and the number of each
dynamic feature used in every file.

IV. STuDY DEFINITION AND DESIGN

Section four starts with an explanation of how to get change
information of each file. Then it presents an introduction of the
target systems. After that, it elaborates the research questions
and the analysis methods for solving each research question.

A. File Change Information

In the experiment analysis, we need the change information
of each file, specifically whether the file is changed or not. To
acquire such data, we first write a Perl script to invoke the Linux
system command 'diff" which can be used to compare two
arbitrary text files. The execution of the script can generate a
formatted difference report textfile that records the position of
all the changes and the number of changed lines (added,
modified or deleted). Then by writing another script to mine the
formatted difference report, we can easily get change data of
each file and store them in .csv format likewise. Furthermore,
for files that appear in the former version but disappear in the
latter version, we identify them as changed files.

B. Data Sets

The context of this study consists of the change history and
dynamic features of 7 most famous open-source projects, which
have a different size and belong to different domain. For each
target system, we regularly choose releases in the interval of 4
to 12 months. Characteristics of the analyzed projects are shown
in TABLE II, and the more detailed data are published online®.
On every considered release, we gather the change information

and dynamic features of each file, depending on the methods
mentioned earlier.

C. Research Questions

Based on the data collected from the above systems, our
study aims to answer 3 research questions.

e RQL: What is the relation between dynamic features
and change-proneness? More specifically, we explore if
files with dynamic features are more change-prone than
others by testing the null hypothesis: Hoi: the
percentage of files exhibiting at least one change
between two releases does not significantly differ
between files with dynamic features and other files.

e RQ2: What is the relation between the number of
dynamic features in a file and its change-proneness? We
analyze whether files with a higher number of dynamic
features are more change-prone than others by testing
the null hypothesis: Hg: the number of dynamic
features in change-prone files is not significantly higher
than the number of dynamic features in files that do not
change.

e RQ3: What is the relation between particular categories
of dynamic features and change-proneness? Since, we
are also interested to evaluate whether particular
categories of dynamic feature contribute more than
others to changes by testing the null hypothesis: Hos:
files with particular categories of dynamic features are
not significantly more change-prone than other files.

D. Analysis Methods

To answer RQ1, we test whether the proportion of files
undergoing (or not) at least one change significantly varies
between files with dynamic features and other files by using
Fisher’s exact test [18].This test is appropriate for categorical
data that result from classifying objects in two different ways
and is used to examine the significance of the association
(contingency) between the two kinds of classification. To apply
the test, we divide the files of each release into four groups, that
is, (1) files undergoing at least one change and with at least one
dynamic feature; (2) files undergoing at least one change but
with no dynamic feature; (3) files undergoing no change but
with at least one dynamic feature; (4) files neither changing nor
using dynamic feature. In addition, we compute the odds ratio
(OR) [18]. The OR is the ratio of the odds p of an event occurring
in one group, i.e., the odds that files with dynamic features
underwent a change (experimental group), to the odds g of it
occurring in another group, i.e., the odds that files with no
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dynamic features underwent a change (control group), more

o Pl
intuitively: OR—q/

. An OR greater than 1 indicates that
1-q

changes are more likely to happen in files with dynamic features,
while an OR less than 1 means that changes are more likely to
happen in files without dynamic features. If odds ratio equals to
1, the event is equally likely in both samples.

In RQ2, we use the Mann-Whitney test to compare the
number of dynamic features in change-prone files with the
number of dynamic features in non-change-prone files. The
Mann-Whitney test is a non-parametric test that does not require
any assumption on the underlying data distributions, and thus is
suitable for our experiment. Other than testing the hypothesis, it
is of practical interest to estimate the magnitude of the
difference of the number of dynamic features in files with and
without changes, thus we use the Cohen’s d effect size [18]. A
d greater than 0 indicates that the number of dynamic features
are more in changed files than in not changed files, and less than
0, the contrary. It is worth mentioning that the effect size is often
considered small for 0.2 < |d|< 0.5, medium for 0.5 < |d|< 0.8
and large for |d| > 0.8. For RQ2, we consider the files change or
not as the independent variable, and the number of dynamic
features in files as the dependent variable.

In RQ3, to relate change-proneness with the presence of
particular categories of dynamic features, we use a logistic
regression model which is widely used in many studies, e.g.,
[12], [19], to deal with similar problems. In the logistic
regression model, the dependent variable is commonly a
dichotomous variable and, thus, only two values {0, 1}, i.e., in
this article changed or not. The multivariate logistic regression
model is based on the formula:

6ﬁ0+ﬂ] X1+...+fn-Xn

n(X1, X2,.....,Xn )= 7 +ePO+BIXI++fnXn

where (a) Xt are characteristics describing the modelled
phenomenon, in our case, the number of dynamic features of
category t a file contains; (b) St are the model coefficients; and
¢) 0 < & < 1; the closer the value is to 1, the higher is the
likelihood that the file undergoes a change. For each category of
dynamic features, we count the number of times that, across the
analyzed releases of a target system, the p-values obtained by
the logistic regression are significant. If files participating in a
specific category of dynamic features are more likely to change
in more than 75% of the releases of a target system, then we say
that this category of dynamic features has a significant impact
on increasing the change-proneness in this system.

V. STUDY RESULTS

In this section, we present the results of our empirical study
which are further discussed in section six. More detailed results
and raw data are available online?.

A.  RQ1: Dynamic Features and Change-Proneness

TABLE I11 reports the results of Fisher’s exact test and OR
values when testing Ho1. For each target system, it presents the
number of all the releases that are analyzed and the number of
releases whose p-values of Fisher’s test are significant (p-
values<0.05).To be specific, six of seven projects turn out to be
significant for more than 75% of their releases, and three
projects even prove to be significant for all the releases analyzed.
The only outlier is Tornado, five of eight releases turn out to be
significant. In summary, although the results sometimes depend
on systems analyzed, we can reject Hoy, i.e., the percentage of
files exhibiting at least one change between two releases does
significantly differ between files with dynamic features and
other files. Regarding the ORs of significant releases, they vary
across systems and, within each system, across releases. In 75%
of the releases of six systems, the ORs for files with dynamic
features to change are two times higher or more than for files
without dynamic features and thus odds to change is in general
higher for files with dynamic features. In very few releases of
some systems, as highlighted, ORs are close to 1,i.e, the odds
are even that a file with a dynamic features changes or not.

We therefore conclude that, in most cases, there is a negative
relation between dynamic features and change-proneness: a
greater proportion of files participating in dynamic features
change comparing to other files. Developers should be wary of
files with dynamic features, because they are more likely to be
the subject of their maintenance effort.

B. RQ2: Number of Dynamic Features and Change-
Proneness

TABLE IV presents results of the Mann-Whitney two-tailed
test and Cohen’s d effect size of the target systems, with the
purpose of comparing the number of dynamic features in files
that changed or not. More than 75% of the releases of all projects,
show significant p-values with relatively small to medium effect
sizes, except for Tornado, where only 4 out of 8 releases are
significant but with a medium effect size. Moreover, the releases
that prove not to have significant p-values confirm the findings
from RQ1 regarding the limited relation of dynamic features
with change-proneness for these releases. It is worth mentioning
that p-value of boto-2.6.0 is significant (p-value=0.02) in RQ2

TABLE IIl. SUMMARY OF FISHER TEST RESULTS AND OR VALUES FOR EACH TARGET SYSTEM
Project Number of | Number of | Percent of OR

analyzed significant | significant | Max Min Mean 25% 50% 75%

releases p-values p-values quartile | quartile | quartile
Boto 6 5 83.3% 4.18 1.97 2.83 2.04 2.15 3.96
Bzr 9 8 88.9% 4.77 2.05 3.00 2.44 2.82 3.33
Django 7 7 100% 10.13 | 1.38 5.88 3.47 4.48 9.53
Matplotlib | 6 6 100% 27.07 | 161 8.71 3.78 5.30 13.13
Numpy 8 8 100% 4,77 2.19 3.47 2.71 3.54 431
Scipy 8 6 75% 4.04 1.50 2.87 1.69 3.30 3.91
Tornado 8 5 62.5% 8.70 3.94 5.96 4.08 6.41 7.61
Sum 52 45 86.5% - - - - - -
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TABLE IV. SUMMARY OF MANN-WHITNEY RESULTS AND COHEN'S D FOR EACH TARGET SYSTEM
Project Number of | Number of | Percent of Cohen’sd

analyzed significant | significant | Max Min Mean 25% 50% 75%

releases p-values p-values quartile | quartile | quartile
Boto 6 6 100% 0.60 | 016 | 0.39 0.27 0.38 0.56
Bzr 9 8 88.9% 0.45 -0.01 | 0.34 0.30 0.38 0.44
Django 7 7 100% 0.61 | 007 | 0.35 0.28 0.36 0.41
Matplotlib 6 6 100% 0.82 0.12 0.45 0.21 0.40 0.73
Numpy 8 8 100% 055 | 005 | 0.38 0.29 0.43 0.51
Scipy 8 6 75% 055 | 033 | 044 0.38 0.45 0.50
Tornado 8 4 50% 0.75 0.54 0.64 0.56 0.64 0.73
Sum 52 45 86.5% - - - - - -

but not significant (p-value=0.14) in RQ1, yet we consider it a
tolerable abnormal phenomena that does not affect the whole
results. In summary, the results of most releases support that
change-prone files are those with a higher number of dynamic
features and thus we can reject Hoy,

C. RQS3: Categories of Dynamic Features and Change-
Proneness

TABLE V summarizes the results of the logistic regression
for the correlations between change-proneness and the different
categories of dynamic features. In particular, the table presents
the number of analysed releases for which each categories of
dynamic features is significant in the logistic regression model.
Boldface indicates significant p-values for at least 75% of the
releases in each system. Following our analysis method of RQ3
in section four, it is noticed that Introspection is shown to be
significantly correlated to change-proneness in 5 target systems,
and that Library Loading only has impact on Numpy project.
However, for Boto and Tornado, there are not enough releases
to support the relation between any category of dynamic
features and change-proneness. Therefore, we can partly reject
Hos for Introspection and Library Loading depending on the
results observed. On the whole, although only 5 of 7 analyzed
systems reject Hos, we can conclude that there are categories of
dynamic features which are more related to others to change-
proneness in most cases and that the relation between particular
categories of dynamic features and change-proneness cannot be
completely ignored. What is more, the Introspection category
deserves extra attention for it turns out to be more related to
change-proneness than others.

TABLE V. NUMBER OF RELEASES WHERE EACH CATEGORY OF DYNAMIC
FEATURES SIGNIFICANTLY CORRELATES WITH CHANGE-PRONENESS.

Project Number of Proneness to Change of each category of
analyzed Dynamic features
releases Introsp | Object Code Library
ection Changes Generation Loading
Boto 6 3 2 - -
Bzr 9 7 4 1 -
Django 7 6 2 1 1
Matplotlib 6 5 3 2 1
Numpy 8 6 - 2 6
Scipy 8 6 2 -
Tornado 8 3 1 - -

VI. DISCUSSION

We now discuss the implications of the results reported in
section five, along with threats to validity.

A. Discussions and Implications

In this study, we investigate the impact of 18 built-in Python
dynamic features on file change-proneness. As analyzed in
section five, the results show that files with dynamic features
(and, in particular, those with a higher number of dynamic
features) are significantly more change-prone than others in
most releases of the analyzed systems, except for Tornado. And
dynamic features of Introspection are more related to file
change-proneness than the other three categories. Based on
these results, we can get some useful implications for both
research and practice.

For the research community, this work is the first one to
focus on the relation between dynamic features and
maintenance. The negative relation between dynamic features
and change-proneness promotes further investigations to be
conducted on the relation between dynamic features and other
maintenance related factors, such as fault-proneness. In sum,
our study inspires researchers to turn their attention from how
and why to use dynamic features to the effect that these features
have on maintenance. Additionally, we suggest that more work
should be focused on the category of dynamic features that
affect change-proneness most, in this work, the Introspection
category, and on how and why this kind of feature can be
constructed, in order to improve the quality of software and help
us better understand dynamic features as well.

For practice, we suggest that developers should be cautious
when using dynamic features, especially the Introspection,
because the presence of these features may lead to the
maintenance effort and cost. As for quality assurance personnel,
they need to pay extra attention to files with more dynamic
features, since these files may contribute to more maintenance
problems.

In addition to the foregoing, it is noticed that Tornado does
not exhibit an overwhelming significant relation (percent of
significant p-values =75%) of all the releases even if in one of
the three RQs. We deduce the reason for this fact lies in the
minor number of files of each release ranging from 42 to 97,
while file number of the other systems varies from hundreds to
thousands.

B. Threats to Validity

Internal threats in this work mainly concern whether the
hypothesis testing methods are properly used. Although in
practice the Fisher’s exact test is often employed when sample
sizes are small, it is also valid for all the sample sizes. Also, we
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choose the non-parametric tests that do not require making
assumption about the data set distribution. To build the logistic
regression model, it is important to discard the independent
variables that are highly correlated to each other. We eliminate
such a threat by calculating the Spearman rank correlation
coefficient between any two different categories of dynamic
features. As expected, the results® show that no two categories
of dynamic features are highly correlated (Spearman rank
correlation coefficient is higher than 0.8), and thus it is no need
to exclude any of the independent variables in our experiment.

Threats to external validity concern the possibility to
generalize our findings. Although we have tried our best to limit
such a threat and make the results general by choosing 7 open-
source systems of 5 different problem domains, as shown in
TABLE I, and by covering most of the built-in Python dynamic
features that are representative in each of the categories, yet the
generalization still requires further case studies including a large
number of Python systems from various domains and more
dynamic features as well. Besides, since covering all historical
versions for one project is a hard work, we select them regularly
by an interval of 4 to 12 months, which is a reasonable way.

Construct validity threats concern the relation between
theory and observation. In our context, they are mainly due to
errors introduced in measurements. In this work, the count of
changes occurred to files is based on comparing the difference
of files with the same name but from two versions. We are just
interested to check whether a file changes or not, rather than
quantifying the amount of change, which is however possible
based on rules in [20] and could be investigated in the future
work. In our detection algorithm, we ignore dynamic features
appearing in annotated codes. But we consider it does not
influence our results, for these circumstances are rare and are
often used for illustration purpose not for realizing functions.

VIl. CONCLUSIONS AND FUTURE WORK

In this paper, we explore how the use of dynamic features
affects file change-proneness. The whole study is undertaken by
choosing 18 most often used and studied Python dynamic
features [5], [6], [7] and 7 famous open-source Python systems
from Github and SourceForge online repositories. We find that
files with dynamic features are significantly more likely to be
the subject of changes, than other files. We also show that
dynamic features of Introspection are more likely to be of
concern during evolution. This exploratory study supports,
within the limits of the threats to its validity, the conjecture in
the literature that dynamic features may have a negative impact
on software evolution. Depending on the results observed, we
suggest practitioners that they should be cautions of treating
systems with a high prevalence of dynamic features during
development and maintenance, because those systems are likely
to be more change-prone: therefore, the cost-of-ownership of
such systems will be higher than for other systems. Additionally,
we call on researchers to pay more attention to dynamic features
of other languages concerning their impacts on software quality
and on the root causes of their negative impact, on the basis of
our work.

In the future work, we will replicate this study on more
systems and with more dynamic features considered to validate
the above-mentioned findings. Further, we are interested to
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relate dynamic features to other phenomena such as the fault-
proneness.
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Abstract— Usability is related to software quality, improving its
ability to be understood, operated and attractive to users. We
proposed the Design Usability Evaluation (DUE) technologies to
allow identifying usability problems earlier in the development of
Web applications, through the inspection of mockups. While we
found that the DUE technique and tool were effective and
efficient in the identification of usability problems, we saw the
need to investigate their acceptance in practitioners’ work
environment. This paper reports the results from a study
evaluating the acceptance of the DUE technologies from the point
of view of software engineers. We asked questions based on the
indicators from the Technology Acceptance Model and identified
that a majority of the software engineers who participated in the
study: (a) found the DUE technologies useful and easy to use for
supporting the usability inspection process; and (b) would
regularly use the DUE technologies for future inspections in their
job. Nevertheless, the practitioners indicated that the technique
should be refined in order to reduce the ambiguity and repetition
of some of its items, while the tool should become more intuitive.

Keywords- Web usability; software quality; inspection
technique; inspection tool; software testing tool; empirical study;
technology acceptance

. INTRODUCTION

A Web Application is a software system based on
technologies and standards of the World Wide Web
Consortium (W3C?) that provides Web specific resources such
as content and services through a user interface, the Web
browser [1]. Due to their importance for presenting products
and services to customers, Web applications need to be usable
so that they can be effective, efficient and satisfying to users
[1]. In that context, usability subsumes aspects such as
learnability, operability, aesthetics, and others that affect the
quality of the developed applications [2]. Therefore, usability
plays a central role in their acceptance and adoption [3].

Usability inspection is one of the ways for identifying
usability problems, in which inspectors check the conformity of
software artifacts against a set of usability standards [1].
However, although the number of usability inspection methods
for evaluating Web applications has increased, only a short
number of these methods can be applied earlier in development
[4]. Methods applied later in the development process, or when
the application is released, can increase the cost of correcting
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the identified problems since the source code of the application
will have already been written [5]. Also, the difficulty in
identifying usability problems increases if the inspectors are
not guided through the evaluation process or if they do not
have tool support for reducing cognitive effort while
performing an inspection [4].

The positive reports on the use of mockups (sketches of
how an application would look like after its development) to
support several early software engineering activities [6]
motivated us to develop a set of technologies for the usability
inspection of mockups of Web applications [4]. These
technologies, called Design Usability Evaluation (DUE),
provide a technique and tool. While the technique provides a
set of verification items that guide inspectors through the
evaluation process, the tool facilitates its application by
simulating interaction among the evaluated mockups and
allowing pointing usability problems and generating reports.

In our previous work, we conducted empirical studies,
showing indicators of the feasibility of the DUE technologies
in the usability inspection of mockups in terms of effectiveness
and efficiency in different conditions and when compared with
other techniques [7][8]. However, these studies were carried
out in academic environments or did not focus on the aspects
that needed to be improved to enhance the acceptance of DUE
the technologies in a real usage scenario. A good understanding
of real software engineers’ attitude towards the DUE
technologies is expected to help us decide whether and how the
technologies should be tailored to improve the results of the
usability inspection of the mockups of Web applications.

According to Shull et al. [9], studies in a particular
development lifecycle can help evaluating if new proposed
software engineering technologies are compatible with
software engineers’ work environment. The results from these
studies can reveal issues that did not arise during feasibility
studies, allowing fine-tuning or tailoring of the technology to
meet the needs of the software industry. This type of studies is
essential for the industry in order to decide whether they will
adopt or reject a specific technology. Therefore, following our
evaluation of the feasibility of the DUE technologies in terms
of effectiveness and efficiency [7], this paper presents a study
in a real lifecycle. In this study, software engineers with
experience in software verification and validation tried the
DUE technologies and reported their perceived usefulness and
perceived ease of use towards them. The goal of this paper is to
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report on their perception of the DUE technologies and their
degree of acceptance. Additionally, we gathered data on what
would make practitioners adopt or reject the DUE technologies.

Il.  BACKGROUND AND MOTIVATION

According to Fernandez et al. [10], in order to assist the
identification of usability problems in Web applications, new
research has been performed in the field of usability
evaluations. Such evaluations can range from [4]: (a) User
Testing, in which users perform tasks so that an observational
team can identify communication gaps and usability problems
regarding the user interface; and (b) Usability Inspection
Methods (UIMs), in which inspectors verify the conformity of
software artifacts against a set of usability standards. The main
advantage of applying inspection methods is that they require
fewer resources to be applied. Since UIMs do not require
special equipment or laboratories to be executed, they can
lower the costs of the identification of usability problems [1].

In our previous work [4], we carried out an analysis over
the review by Fernandez et al. [10], gathering data on UIMs for
Web applications. Among the analyzed methods, Paganelli and
Paterno [11] proposed a UIM that compares the way in which a
Web system is expected to be used and the way in which it is
really used, to identify usability problems. Also, Allen et al.
[12] developed the Paper-Based Heuristic Evaluation, an
inspection method evaluating mockups of medical Web
applications in terms of consistency, minimalism, match,
memory and language. Finally, Molina and Toval [13]
proposed a method that provides a total of 50 metrics in order
to identify usability problems from a meta-model formed by
merging the navigational and requirements models.

Although the above methods provide means for identifying
usability problems in Web applications, there is still room for
improvement. For instance, methods such as the one proposed
by Paganelli and Paterno [11] require that the source code of
the application is available so users can experience it, which
increases the cost of correcting the identified problems [5]. In
fact, our analysis [4] showed that only around 15% of the
identified usability evaluation methods could be applied at
earlier stages of the development process. Moreover, from the
methods that can be employed earlier in development (e.g. the
Paper-Based Heuristic Evaluation), most of them do not
provide guidance for software engineers applying them and/or
do not provide tools to support inspectors in the evaluation of
Web applications [4]. It is necessary to develop technologies
(i.e. methods and tools) that address these issues in order to
enhance the performance of software engineers in the
evaluation of Web applications. The above needs have been
considered in the proposal of the DUE technologies.

I1l.  THE DUE TECHNOLOGIES

We proposed the Design Usability Evaluation (DUE)
technologies in order to meet the needs of inspection methods
in the field of early usability evaluation of Web applications
[4]. In this sense, the DUE technologies are a technique and a
tool to guide software engineers in the identification process of
usability problems in mockups of Web applications.

To guide inspectors in the identification of usability
problems, the DUE technique suggests dividing mockups into
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Web page zones, which are pieces of a Web page that contain
specific components to perform certain functionalities [4].
Examples of Web page zones are: the navigation zone, where
the user can find means to go from one part of the application
to another; the system state zone, where the user can find
information of his/her location in the application, how (s)he got
there and the available options in it; and others. Based on these
zones, the DUE technique provides a set of verification items
to check whether a usability problem can occur. For instance,
Table | shows some of the verification items of the DUE
technique for the data entry zone, while Fig. 1 shows a mockup
in which these items have been violated. When an inspector
verifies that there is a nonconformity, (s)he marks the item
within the mockup, identifying the problem. As an example,
problem PO1 in Table I shows that in the data entry zone, the
Web application does not provide hints for filling the fields,
which can cause difficulties in inputting data (see Fig. 1 error
A). Also, problem P02 in Table | shows that the fields that are
mandatory are not highlighted, which can cause users to forget
to provide relevant information (see Fig. 1 error B). Interested
readers can find a complete description of the Web page zones
and verification items from the DUE technique, and more
examples of usability problems in our previous work [4].

TABLE 1. A WEB PAGE ZONE AND SOME OF ITS VERIFICATION ITEMS.

Data Entry Zone: This zone is responsible for providing the user with
means of entering data into the application in order to allow the user to
perform operations. Later, the user will click in a “submit” like button that
will activate a function based on the entered data.

ID  Usability Verification Item

PO1 The interface indicates the correct format for a determined data
entrance (e.g. a “Date” entry field could have the next hint:
“mm/dd/yy”).

The interface indicates which data must be mandatory filled (e.g.
mandatory input data is indicated with a “*” or a “mandatory” next
to the field).

P02

The initial evaluation of the DUE technique [7] showed that
applying the technique on its own was tiring for inspectors, as
they were forced to simulate the interaction between the user
and the mockups. Therefore, we proposed the DUE tool to
facilitate the application process of the DUE technique. To
simulate navigation, the DUE tool allows inspectors to click on
previously added links that, when activated, show the mockups
in a sequence, to resemble a real application. Also, the DUE
tool embeds the verification items from the DUE technique and
shows them to the inspectors next to the set of evaluated
mockups. This way, inspectors can request further information
and details on the verification items while identifying usability
problems. Fig. 1 shows the DUE tool when employed in the
evaluation of a mockup. Using the tool, inspectors can point
errors and notes (see area of the screen indicated by 1), view
the verification items of the technique and simulate interaction
(see areas of the screen indicated by 2 and 3 respectively).

Although there are other tools for creating mockups and
simulating interaction (e.g. Mockingbird?, Balsamiq Mockups®
and others), these tools do not provide specific support for the
usability inspection of the developed mockups. It is possible for
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inspectors to use these tools to simulate interaction, while
identifying usability problems. However, it would be difficult
to point the exact location of the encountered problems within
the mockups while navigating through the application using
these tools. In that context, the DUE tool allows inspectors to
save the data on the inspection without using a spreadsheet,
which would facilitate to pause and resume the inspection
process whenever it is necessary. These are the main
advantages of the DUE tool when compared to other tools.
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Figure 1. The DUE tool in its evaluation mode: (1) functionality bar, (2)
verification items from the DUE technique, and (3) mockup being evaluated.

In order to complete an inspection using the DUE
technologies, the inspector must evaluate all the verification
items for all the zones present within the evaluated mockups.
Then, (S)he can generate an automatic report containing
information on the inspector and the identified problems. Later,
such report will be discussed by the development team in order
to verify which corrections are necessary and their priority.

IV. EMPIRICAL EVALUATION

In this study, we aimed at: (a) assessing the acceptance of
the DUE technologies by software engineers; and (b)
identifying constrains and improvement opportunities for
adopting these technologies in the software industry. To gather
data for evaluating the acceptance of the DUE technologies, we
applied a questionnaire based on the indicators from the
Technology Acceptance Model (TAM). TAM [14] aims at
assessing users’ beliefs about the usefulness and ease of use of
a technology that is expected to support their work. According
to Davis [14], the reason for focusing on those indicators is that
they are strongly correlated to user acceptance of a given
technology.

The empirical study to assess the DUE technologies was
conducted during a two-week professional training on software
verification and validation. The goal of the course was to teach
software engineering practitioners about new techniques and
tools for guaranteeing quality in the software development
lifecycle. One of the topics from the course was usability
evaluations and our research team was asked to provide
training on technologies for evaluating the usability of different
software applications and their suitability in different stages of
the development process. Thus, a training regarding the DUE
technologies was prepared as part of the course.

Table 11 shows the questionnaire we applied for evaluating
perceived usefulness and perceived ease of use on the DUE
technologies. We based our questionnaire on the one by

Laitenberger and Dreyer [15]. However, we selected only part
of the items that could provide information on what could be
improved in the development of the DUE technologies. In
order to apply the questionnaire, we:

- Replaced the “technology” investigated in the
guestionnaire with the terms “DUE technique” or “DUE
tool” according to the technology we were evaluating.

- Replaced the process investigated in the questionnaire
with “usability inspection” with a focus on Web mockups.

- Employed a four-point scale asking for the degree of
agreement with the statements from the point of view of
software engineers: (1) Strongly Disagree, (2) Partially
Disagree, (3) Partially Agree and (4) Strongly Agree. We
did not use an intermediate level so the software engineers
would provide information regarding the side to which they
were inclined (either positive or negative) [15].

- For each of the statements within the questionnaire, we
included open questions, asking for the reason why a
subject chose a specific answer. This was done in order to
better understand the features that made the DUE
technologies useful (or useless), easy (or difficult) to use
and suitable (unsuitable) for a software engineer’s work.

At all, 20 software engineers from 5 different software
companies (at Manaus-Brazil) were enrolled in the training and
agreed to participate in the study. These software engineers had
a strong technical background (knowledge in the planning,
creation and documentation of test cases), and varying degrees
of work experience in the testing of software applications
(ranging from 2 to 10 years of experience — median 5 years).

The study took place in two days from the two-weeks
training. Each day, the subjects entered a lab room where they
had lectures and carried out real evaluations for a period of 4
hours with a 30 minutes break. During the first half of the
training of the first day, the subjects received training in the
application of different usability evaluation techniques (e.g.
user testing [1], the heuristic evaluation [16]). After that, the
subjects performed evaluations using these techniques over real
applications under development. Then, during the second half
of the course of the first day, the subjects were trained on the
DUE technique, applied on its own without tool support, for
inspecting the usability of the mockups of a Web application.
Next, they performed the evaluation of a set of mockups and
filled in the questionnaire statements regarding their acceptance
of the DUE technique. During the second day, the subjects had
training on the DUE tool. However, this time, they had to carry
out an inspection over a real application under development
comprising over 10 mockups. This was done in order to
resemble a real evaluation scenario in industry and let the
subjects experience the navigation functionalities from the
DUE tool. Finally, all subjects filled in the questionnaire with
statements regarding their acceptance of the DUE tool. We
highlight that we did not compare the DUE technologies with
other usability evaluation approaches as this study focused on
the acceptance of the DUE technologies by software engineers.
Studies comparing the DUE technologies to other approaches
can be found in our previous work [7].
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TABLE II. QUESTIONNAIRE STATEMENTS ON: PERCEIVED USEFULNESS,

EASE OF USE AND FUTURE USE.

Statements regarding “Perceived Usefulness” (U):
Using the “technology” in my job would improve my effectiveness

u1 in a usability inspection of the mockups of a Web application.
Using the “technology” in my job, I would be able to carry out a

u2 usability inspection of the mockups of a Web application more
quickly.

U3 Using the “technology” in my job would improve my performance
in a usability inspection of the mockups of a Web application.

U4 I would find the “technology” useful to carry out a usability

inspection of the mockups of a Web application.

Statements regarding perceived “Ease of Use” (EoU):

Learning to operate the “technology” to carry out a usability
EoUl1 | inspection of the mockups of a Web application would be easy for
me.

I would find it easy to get the “technology” to do what | want it to

Overall, 5 inspectors disagreed with at least one of the
items on the usefulness of the DUE technique. The main
reasons for their disagreement was regarding the time it would
take to carry out the inspection due to the large number of
verification items (see quote from Inspector 108); and the
overlapping between some of the items, which could confuse
inspectors when looking for usability problems (see quote from
Inspector 117).

“It can be tiring and take a long time depending on how
many of the verification items you check.” — Inspector 108.

“The number of items and, in some cases, their ambiguity
makes it diminish my performance and it takes time.” —
Inspector 117.

EoU2 | do to carry out a usability inspection of the mockups of a Web
application. TABLE I11. MEAN AND STD. DEV. FOR USEFULNESS, EASE OF USE AND
Eous | It v}\ioyld l;e eialls)l/(tohbeconehskilllful in using a usability inspection SELF-PREDICTED FUTURE USE (FOUR-POINT SCALE: 1 TO 4).
technique/tool like the “Technology”. =
EoU4 I would find a usability inspection technique/tool like the Tem I\?UE Technique DUE Tool
“Technology” easy to use. : ean | Std.Dev. | Mean | Std. Dev.
Statements regarding “Self-Predicted Future Use” (FU): Ul- Eff_ectlveness 3,70 0,46 3,58 0,49
Assuming a usability inspection technique/tool like the U2 - Quick 3,15 0,79 3,50 0,65
FU1 | “Technology” would be available on my job, | predict that I will U3 - Performance 3,60 0,49 3,50 0,50
use it on a regular basis in the future. U4 - Useful 3,40 0,73 3,08 0,86
Total Usefulness 13,85 1,68 | 13,67 1,37
V. DATA ANALYSIS AND RESULTS EoU1 - Easy to learn 3,70 0,46 3,50 0,50
. EoU2 - Controllable 3,50 0,67 3,33 0,62
Usefulness and Ease of Use are important measures for EoU3 - SKillful 360 058 | 358 0.49
technology acceptance. We used the questionnaire to gather EoU4 - Easy to use 3.30 084 | 342 0.64
software engineers’ opinion about their acceptance of the DUE Total Ease of Use 14,10 214 | 1383 2,07
technologies. Table 111 shows the descriptive statistics for the Self-Predicted Future Use 3,50 050 | 350 0,65

Usefulness statements (Ul to U4), Ease of Use statements
(EoUl to EoU4) and Self-Predicted Future Use. We have
analyzed the results verifying the mean and standard deviation
of the scores as in the examples by Laitenberger and Dreyer
[15] and Babar et al. [17]. An average response between 3
(Partially Agree) and 4 (Strongly Agree) seems overall a
positive result. The overall score for perceived usefulness and
perceived ease of use has been calculated by summing the
individual scores of their respective items, thus the maximum
score is 16. Despite the cautiously positive results, some
subjects were not convinced about the usefulness and ease of
use of the DUE technologies. To better understand the reasons
that made the subjects answer positively or negatively, we have
analyzed the answers to the open questions.

Reasons that made software engineers believe that the DUE
techniqgue was useful were regarding the guidance and
standards that were provided. For instance, one of the subjects
indicated that since the technique focused on specific parts of
the application and its attributes, it was easier to concentrate
and identify the usability problems (see quote from Inspector
110). Furthermore, the verification items and their detailed
description according to the zones that were being evaluated
made software engineers believe that they would be able to find
more problems (see quote from Inspector 104).

“(...) it allows me to focus on different areas and inspect
them independently.” — Inspector 110.

“I believe it is effective as it supports identifying the defects
through its well described items.” — Inspector 104.

Regarding the ease of use of the technique, the software
engineers indicated that it was easy to identify usability
problems as the technique pointed, for the different parts of the
application, what an application should provide to be usable
(see quote from Inspector 102). Furthermore, the software
engineers indicated that the organization of the technique made
it easier to learn and follow the inspection process (see quote
from Inspector 110).

“It makes it easier since the zones and items make it clear
what an application should provide, and what it actually
has/lacks.” — Inspector 102.

“Yes, using the zones makes it easier to follow the process
and identify specific problems in which we would not focus in
other circumstances.” — Inspector 110.

Despite the positive feedback on ease of use, around 4
software engineers disagreed with at least one of the statements
from the questionnaire regarding the DUE technique. Again,
the main problem was the overlap between some of the
verification items (see quote from Inspector 113). Moreover,
other inspectors indicated that initially, the zones were not that
intuitive, but as there were examples, one could learn how to
use the technique (see quote from Inspector 118). We highlight
that some inspectors suggested developing a tool support for
the DUE technique (see quote from Inspector 114). While using
the DUE technique, the software engineers participating in the
study did not know that a tool was available. Thus, it can be an
indicator supporting our results in our literature review and
previous studies [4][7], which suggest that a tool is important
for facilitating the use of UIMs.
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“It was not that easy to use as some of the items are
ambiguous or overlap, which makes it confusing and take more
time” — Inspector 113.

“Initially, I had some difficulty in understanding the zones
and their items. However, the examples made me overcome
that problem, and | was able to apply it.” — Inspector 118.

“I believe that the technique is suitable if the evaluation is
short. However, in bigger applications, it would be better to
have a tool to facilitate its use.” — Inspector 114.

Regarding the DUE tool, and its use on the evaluation of
the mockups of a real Web application under development,
most software engineers provided positive feedback. When
asked about the reasons that made the tool useful and easy to
use, the inspectors indicated that the tool was useful as it made
the inspection process more agile and quick (see quote from
Inspector 113). Furthermore, the tool was perceived as intuitive
and easy to use as the provided functionalities were easy to
understand (see quote from Inspector 110).

“I believe it is a great tool, it makes the inspection process
more agile and it makes it easier. It is an adequate and useful
tool for the inspection.” — Inspector 113.

“In my opinion, the tool was useful and it was easy to
understand the provided options. Also, the way in which the
errors are documented helped me. It is very intuitive.” —
Inspector 110.

At least 4 software engineers disagreed with one or more
statements regarding the usefulness and ease of use of the DUE
tool. These inspectors indicated that since the technique had
many zones and verification items to be checked, finding them
in the tool was also difficult and make using the tool inefficient
(see quote from Inspector 108). Also, the appearance of the tool
and the way it presented some feedback to the inspectors were
not adequate in certain situations. For instance, Inspector 119
pointed out that the way in which the tool pointed the defects
made it hard to visualize an application with many defects. In
Fig.1 we can see that for each identified problem, the tool adds
an “X” mark next to the problem (the inspector can relocate the
X over the problem to make that problem easier to find in the
report). When a mockup has many problems, as the number of
marks increases, it turns difficult to view the mockup. Finally,
the inspectors indicated that the inspection report should be
reduced (see quote from Inspector 112), as it shows all the
evaluated mockup, even if usability problems were not
identified on them, thus wasting the time of the development
team, when reviewing the reports.

“Since it presents all the zones and items from the
technique, it is also tiring. Furthermore, it is difficult to identify
previous problems that were added when identifying a usability
problem.” — Inspector 108.

“When we report a problem, the tool adds an ‘X’ to point it
on the mockup. However, as the problems were being reported
| was forced to relocate them so they would not make it difficult
to navigate and view the mockups.” — Inspector 119.

“I think that the report contains too much information. It
could show the mockups in which problems have been found

instead of showing all of them and wasting time.” — Inspector
112.

When asked if they would employ the DUE technologies in
their work environment, the majority of the subjects (strongly
or partially) agreed that they would use it. However, only
Inspector 119 disagreed with adopting the DUE tool in his/her
job. The reason for this answer was that (s)he did not like the
tool because of its design. Other inspectors indicated that the
tool could be improved by grouping its functionalities (and
buttons) according to their frequency of use, and providing
shortcuts to make it faster to use. Also, they indicated the need
for facilitating the navigation among the mockups and, perhaps,
allowing importing mockups from other tools, instead of
creating them elsewhere and mapping them into the tool.
Finally, they indicated that in the first use, the tool should
provide a quick introduction, so inspectors can be more
familiar with its functionalities before starting the inspection.
Regarding the DUE technique, the software engineers
suggested creating generic items for those that were repeated in
the zones. Also, they suggested making the ambiguous
verification items more clear, by adding further information
and hints on what a usable interface should provide.

VI. LIMITATIONS OF THE STUDY

Regarding the subjects’ need for training, it would have
been better if there was no need for it. However, the short
training time allows the DUE technologies to be applied by
software engineers with low experience in usability
evaluations. In that context, the moderator and training could
have caused an effect in the software engineers’ perception of
usefulness and ease of use. Nevertheless, the moderator did not
highlight the (dis)advantages of the DUE technologies. Instead,
he explained their application process and provided equivalent
examples for all methods described in the training.
Furthermore, when filling out the questionnaire, the moderator
highlighted that the goal of the study was to identify
improvement opportunities in the DUE technologies,
encouraging the software engineers to be as honest as possible.
Finally, besides the DUE technologies, the software engineers
applied different usability evaluation techniques to guarantee
that they could have a baseline to compare them. However, as
the duration of the study depended on the duration of the
training, we only gathered data on the acceptance of the DUE
technologies.

Regarding the generalization of our findings, the
representativeness of the inspected mockups can be a
limitation. Although these mockups might not be representative
of all types of applications [1] and inspectors may have
different results evaluating other applications, these mockups
were produced for a real system under development,
resembling a real industrial usability evaluation scenario.
Therefore, the results from this study must be considered
indicators and further studies evaluating different types of
applications should be executed. Also, since the number of
subjects is low, the data extracted from this study can only be
considered indicators and not conclusive. Nonetheless, it might
not be possible to get sufficient size of data sets. Therefore,
even with a small sample used, the results from this study are
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good indicators for explaining the reasons why users would
accept or reject the DUE technologies.

A final limitation could be the instrument and measures
applied in this study for assessing technology acceptance.
However, we believe that applying questionnaires was more
suitable than applying interviews due to time constrains.
Furthermore, by evaluating perceived usefulness and perceived
ease of use, we intended to have an idea of users’ acceptance of
the DUE technologies and identify issues that should be
corrected to meet the needs of the software industry. Finally,
the questions we asked to the software engineers were based on
questionnaires applied in other researches [15][17] which have
been previously validated.

VII. CONCLUSIONS AND FUTURE WORK

We developed a set of usability inspection technologies for
the evaluation of mockups of Web applications earlier in their
development process. In this paper, we have studied the user
acceptance of these technologies for carrying out usability
evaluations. We used a questionnaire evaluating indicators
based on the TAM model, for gaining understanding of the
subjects’ attitude towards the DUE technologies for inspecting
the usability of mockups of Web applications. In that context,
we found out that:

1. A majority of the subjects found the DUE technique and
tool quite useful and easy to use for supporting the usability
evaluation of mockups of Web applications.

2. Most of the software engineers who participated in the
study would adopt the DUE technologies in their job.

3. The practitioners who disagreed with the statements from
the questionnaire in terms of usefulness and ease of use
indicated that to improve their performance, the DUE
technique should reduce or combine some of its verification
items and make them less ambiguous.

4. It is necessary to improve the design of the DUE tool to
make it easier in its first usage experience. Also, the way in
which problems are pointed should be improved so the
visualization and navigation among the mockups are not
affected.

As we had already evaluated the effectiveness and
efficiency indicators of the DUE technologies in different
contexts [7], this paper focused on the evaluation of their
acceptance by software engineers. However, we still need to
carry out further studies verifying to what extend previous
knowledge on usability evaluations and previous practical
experience affect the acceptance and performance of
practitioners when applying the DUE technologies. Thus, as
future work, we intend to replicate this study, but increasing the
number of subjects, and analyzing their actual effectiveness
and efficiency according to their experience. Also, in this new
study, it is necessary to implement the changes suggested by
the software engineers in order to improve the usefulness and
ease of use of the DUE technologies and their adoption in the
software industry. Furthermore, although we analyzed the
answers to the open questions, we still need to carry out further

qualitative analyses with other methods to better investigate the
aspects that need to be improved to enhance their adoption.
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Abstract — Context-aware application and services propos-
ing potentially useful information to users are more and
more widespread; however, their actual usefulness is often
limited by the “syntactical’ notion of context they adopt.
The recently started AMBIT project aims to provide a gen-
eral software architecture for developing semantic-based
context-aware tools in a number of vertical case study appli-
cations. In this paper, we focus on the knowledge manage-
ment foundations we are laying for the Semantic Engine of
the AMBIT architecture. The proposed semantic analysis
and similarity techniques: (a) exploit the textual informa-
tion deeply characterizing both users and the information
to be retrieved; (b) overcome the limits of syntactic methods
by leveraging on the strengths of both classic information
retrieval and knowledge-based analysis and classification,
ultimately proposing information relevant to the user inter-
ests. The experimental evaluation of a preliminary imple-
mentation in an actual “cultural territorial enhancement”
scenario already shows promising results.

Keywords — context-aware applications; information re-
trieval; text analysis; semantic knowledge and similarity.

1. Introduction

Nowadayd] we are constantly supported by ICT systems and
applications that exploit ubiquitous services supporting differ-
ent kinds of human activities. However, the availability of a
large number of services can turn out to be confusing rather
than useful, since the users are often overwhelmed by the large
number of “proposals” which they are generally not able to con-
sider thoroughly to find what they really need. To overcome this
problem, many researchers have proposed to develop new appli-
cations with (or to incorporate in existing applications) context-
awareness capabilities ([2, 4]). A context-aware application is
one that “knows” the context in which the client is operating
and possibly also the profile/characteristics of the user who is
enjoying the corresponding service(s). Clearly, such knowledge
must be gathered (often under real-time constraints), stored in
well-organized fast-access data and information systems, and
effectively exploited with the goal of delivering “personalized”
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high-quality context-dependent services. This is far from sim-
ple; the main limitations of existing efforts lie in the limited no-
tion of context they adopt, and especially in the almost complete
absence of any attempt to model the semantics of the context.

This is the challenging scenario of the recently started AM-
BIT (Algorithms and Models for Building context-dependent
Information delivery Tools) projectﬂ [S] a regional project co-
funded by Fondazione Cassa di Risparmio di Modena and man-
aged by the Softech-ICT research center. The main goal of the
project is to study and implement a prototype software archi-
tecture for the development of context-dependent applications
and systems, i.e., tools that provide users with services that are
fully customized according to the context in which they oper-
ate. Preliminary steps will be the study of models, algorithms
and data structures for the representation and manipulation of
contexts. AMBIT will study and implement a very broad idea
of context, including (among others) the modeling of the exter-
nal environment, the users’ profile and the history of the actions
performed by them.

The AMBIT software platform will eventually provide an
API that can be personalized for the development of a number
of vertical context-dependent applications. Several case studies
have been identified by the project industrial partners; one of
the main application scenarios, and the one which will be the
reference in this paper, is the “cultural territorial enhancement”
one: through both on-demand and proactive services, users of
specific applications (including mobile ones) are empowered
with precious “suggestions” pointing to the information (e.g.
territorial activities, typical products descriptions, tourism in-
formation, etc.) which is the most relevant with respect to their
profile and needs. A very simple example could be the notifica-
tion of an event which is geographically close to the location of
the user (say, a country fair with local farm exhibitors), which
falls under the interests associated with his/her profile (e.g., gar-
dening enthusiast). Another example could be the monitoring
of tourists interests (e.g. through a dedicated mobile app where
tourists could browse information on Emilia-Romagna typical
products) and, based on their favorite browsed pages and/or on
explicit queries asking for specific information/topics, the re-
trieval of the pages that best capture their interest.

Thttp://www.agentgroup.unimore.it/ambit/
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Figure 1. An overview of the AMBIT-powered Semantic Engine for information management

In order to achieve the AMBIT goals, several studies on
complementary techniques and research fields will have to be
performed. One of the most crucial among them, the key to
provide “intelligent” suggestions and answers to users, is cer-
tainly to have powerful ways of managing available informa-
tion and knowledge. In this paper, we focus on the foundations
we are laying for the Semantic Engine of the AMBIT archi-
tecture, and, in particular, for its knowledge management tech-
niques that are indeed one of the most challenging aspects of
the AMBIT project and should be ultimately able, together with
other AMBIT results, to deliver high-quality context-dependent
information. The techniques we propose:

e take advantage of textual information, certainly the pri-
mary component of the documents that should be pre-
sented / suggested to users, and also one of the major in-
formation characterizing user profiles (think, for instance,
to the contents of their browsing history, to the description
of their interests, and so on);

e are completely flexible and designed to be easily appli-
cable to the territorial enhancement scenario considered in
this paper, but also to all the application scenarios involved
in AMBIT (which also include, among others, context-
aware advertising, smart help-desk problem solving, etc.).

More specifically, Figure [T] shows an overview of the main
processes (and the related modules) of the semantic engine
which will allow AMBIT-powered systems and applications to:

1. manage document and profile information (Document
and user profile analysis, left part of Figure). This is
done by extracting and indexing the associated semantics
by means of ad-hoc semantic text processing and text clas-
sification techniques (described in Section[Z)), also exploit-
ing external knowledge sources;

2. provide useful answers/proactive suggestions to the user
(Relevant document retrieval, right part of Figure), by
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retrieving the most relevant documents w.r.t. the user pro-
file and/or query. This is achieved thanks to novel and
specifically devised semantic similarity techniques (de-
tailed in Section [3).

Section [] shows preliminary but already promising results
and the good effectiveness of the proposed techniques, by
means of an experimental evaluation done on a small-scale ac-
tual territorial enhancement scenario. Finally, Section [5] con-
cludes the paper also by briefly analyzing related works.

2. Document and user profile analysis

Document analysis. In this offline process, which is
propaedeutic to the online document retrieval process (Section
[). the available documents are processed and the information
which will be required in the actual retrieval is extracted, stored
and indexed in an ad-hoc Document DB by a Document man-
ager module (see left part of Figure[T). The input information
are the text documents relevant to the specific scenario instan-
tiation, including available web pages, product and service de-
scriptions, and so on. For instance, in our territorial enhance-
ment use case, these include descriptions of fairs and events
which have been or will be held in the area, descriptions of typ-
ical products, details on forthcoming initiatives and activities,
information on touristic points of interest, etc.

Since existing packages do not allow sufficient configuration
and extension options, we preferred to design a custom-made
Semantic analyzer tailored to the AMBIT environment. The
analyzer performs several steps which are needed in order to
extract the contents (and meaning) of the processed informa-
tion, including: Tokenization, the terms of the different sections
are identified and punctuation is removed; Stemming, the to-
kens are “normalized” and “stemmed”, i.e., terms are reduced
to their base form (managing plurals and inflections); POS (Part
of Speech) Tagging, the tokens are “tagged” with Part of Speech
tags 