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Abstract complexities of negotiation mentioned earlier has led us to

construct a two-level negotiation framework that makes the
which the negotiation process is performed at two levels. complexity inherent in this view more tractable. In this two
level negotiation framework, the negotiation process is pe

The upper level deals with the formation of high-level goals ; ,
and objectives for the agent, and the decision aboutwhetherformed at different abstraction levels to reduce the coriple

or not to negotiate with other agents to achieve particu- ity of the search. An agept thus reasons about and negoti-
lar goals or bring about particular objectives. Negotia- ates over more important issues at the upper level, and then

tion at this upper level determines the rough scope of the refines the rough commitments at the lower level in order

commitment. The lower level deals with feasibility and im- [0 OPtimize its local plan and accommodate additional con-
plementation operations; negotiation at this level inesiv straints and uncertainties. The focus of this work is on the

refinement of the rough commitments proposed at the uppe@€CiSion-making process of negotiation, rather than the ne
level. The experimental work shows this two-level negoti- gotlatlfan protocol or the language. )
ation framework enables the agent to handle complicated Let's look at an example to make these issues concrete.

negotiation issues and uncertainties in a more efficient way Agent A is Adam’s personal assistant agent. Agent A is de-
signed to carry out multiple tasks corresponding to Adam’s

. multiple goals in his life. Adam is a professor of Asian cul-

1 Introduction ture and language and he also has a family. His department
Usually negotiation is structured as a single-level preces chair asks him whether he can deliver a college talk about
From the proposal to the final commitment, all related is- his recent research activities, which requires some fareig
sues such as finishing time, achieved quality and offeredmaterial being translated. At the same time, he is plan-
price are determined in this process. Such negotiation caming to attend a research conference. Meanwhile, his wife
require a complicated reasoning process — particularlywhe discusses with him the arrangement for their son’s birth-
the agent has multiple tasks, these tasks may be achieveday party. Thus, there are three candidate tasks that appear
in different ways, include sequencing constraints, and con in the agenda of agent A: prepare a talk for Adam’s col-
sume internal or external (shared) resources. Uncertainty lege lecture, plan Adam’s trip to a conference, and organize
task execution may further complicate the negotiation pro- a birthday party for Adam’s son. These tasks are associ-
cess as behavior deviates from the expected. The deviatiomted with Adam’s different roles and contribute to differen
can cause re-negotiation over commitments or the adjust-goals. The contributions of these tasks are not interchange
ment of local activities so as to still meet the commitments. able. Each task has a deadline request and has multiple al-
One major difference between this work and other work in ternative ways for it to be performed. Figure 1 shows these
negotiation is that in this work negotiation is not viewed three tasks. The upper-level view describes the deadline fo
as a stand-alone process. Rather, it is viewed as one ofach task, the abstracted plans for each task, the duration
an agent's many interleaved activities — including schedul of these plans and how they contribute to different goals.
ing, execution, and other negotiations. This view plus the The lower-level view describes the detailed plan for each

task and specifies the execution characteristics for puenit
*This material is based upon work supported by the Nationar®ei tasks

Foundation under Grant No.IIS-9812755 and the Air ForceeReh Lab- ’ .

oratory/IFTD and the Defense Advanced Research Projeatadgunder In our example, agent A needs to make decisions about

Contract F30602-99-2-0525. The U.S. Government is auttdtizrepro- ~ which tasks should be performed, when, and to decide how
duce and distribute reprints for Governmental purposes ititttanding to perform them (which alternative to choose). The possible

any copyright annotation thereon. Disclaimer: The views@ntlusions - . . .
contained herein are those of the authors and should notérpiated as negotiations that agent A may be involved include:

necessarily representing the official policies or endorsesyeeither ex-

In this paper, we present a negotiation framework in

pressed or implied, of the Defense Advanced Research Psolegncy, 1. Negotiation with t_he secrete_lry agent about Wh_en the college
Air Force Research Laboratory/IFTD, National Science FEiation, or the talk should be delivered. This affects the deadline of the task
U.S. Government. prepare talk
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2. Negotiation with a translator agent about the taskslate
material which includes when this task can be performed
and how much it costs.

. Negotiation with a travel agent about the tdsiok ticket
which includes when this task can be performed and how
much it costs.

Adam’s wife, about the taskrganize party whether agent
W can perform part of this task or the whole task.

In this paper, we take the position that it is reasonable to

make high-level decisions about whether to (attempt to) per
form tasks locally, or to negotiate over the tasks, without a

this commitment affects agent A's local plan. If such a com-

mitment is not available, agent A needs to choose the other
plan, P1, for taskprepare talk P1 takes longer to perform
and hence makes itimpossible for A to perfgotan confer-
ence tripby its deadline. By comparing these two schedules

— the one with the commitment dranslate materiato the
. Negotiation with agent W, the personal assistant agent of other local schedule without the commitment toanslate

material agent A can determine how important it is to ob-

tain a commitment ortranslate materialand performpP2

instead ofP1.
However, not all issues can be modeled or totally decided
on the upper level. There are two kinds of issues related

detailed model of task attributes. All that needed is a rough {0 decision-making in negotiation: 1) Those issues, which

view of the expected qualities of the different tasks, the ex

pected qualities of alternative ways to perform the tasks, : X
docal task or an important resource that needs to be obtained

from another agent), should be negotiated first at the up-

and any associated resource requirements. For exampl
agent A needs to perform tagkepare talk and there are
two available plans for thprepare talktask:
1. P1: prepare the talk with the translation work done locally
2. P2: prepare the talk with the translation work contracted out
to a translating agent
Each plaf has different quality, duration and cost charac-
teristics. The plarP2 requests contracting a subtasins-
late materialto another agent. From the high-level view, if
agent A can find another agent to perform the subti@sis-
late materialbefore timel5 and with transferred utility less
than 5, then plarP2 is the best choice. The availability of

IPlanning from first principles is not addressed in this papbe term
“plan” here indicates a set of selected and ordered aetd/generated by
the scheduler from a set of candidate TAMS task structurésietisres
which identify the alternative ways that a task might be penfed and
their respective performance characteristics. The schedandles the
choice and the sequencing of TEMS tasks.

have strong influence on local plan selection and involve
utility transferred between agents (i.e. an important non-

per level and rough commitments should be constructed for

them. 2) However, we argue that those issues which have

less influence on local plan selection and involve reasoning

about the detailed structure of the lower-level activitigs

not have to be directly reasoned about on the upper level

and do not need to be decided on the upper level. These

issues include:
1. Internal relationships between subtasks that belong to dif-
ferent high-level taskd=or instance, the subtaslowerPoint
(make slides using PowerPoint) that belonggrepare talk
facilitates the subtasfrepare presentatiothat belongs to
plan conference tripecause part of the slides for the lecture
can be reused in the conference presentation if the slides are
done in PowerPoint format. This relationship is not visible
from the higher-level tasks.

. Uncertainty of the execution characteristics that are not vis-
ible on the higher level.The agent is uncertain about the



task’s duration, cost and quality produced when it makes a —

MQ level
plan about the task. (2)schedule MQ tasks with alternatives

3. Internal resource requirements associated with lower-level (3)decide negotiation topics and scopes

rough MQ
tasks. For example, agent A needs to use the fax machine | |(4)select agents to negotiate with and strategj§@mmitments ‘ level
(5)build rough commitments

for taskregistration(Figure 1), but it shares the fax machine
with several other agents. Given the knowledge of the gen- | .alternatives with

. L abstract information | | -MQ schedule
eral usage of fax machine, the agent knows it is unneces- | ci-iichod constraints| -fough commitment
sary to reserve the fax machine when it builds its higher-level TAEMS lavel
schedule. (1)build alternative plans for MQ tasks

. Lo ) AEMS
: ; ; : 6)reordering local activities refine rT
Considering the above issues, the agent may need to revise ( .

9 9 y (7)examine feasibility and refine commitmer’ts commitments | level

its higher-level commitments through the lower-level nego S . .
.. . (8)if fails, go to step 1 with new constraints
tiation. The agent may also have to reorder its lower-level B—
activities, so as to optimize its local schedule and com-
mitments, reduce failure possibilities, avoid conflictglan
achieve higher utilities. A two-level negotiation framaewo  earliest start timesEachM Q) task consists of one or more
is introduced in this paper. First we will present the suppor M@ alternatives, where each alternative corresponds to a
ive frameworks in Section 2, then we describe the basic un-different performance profile of the task. Each alternative
derlying analytical ideas of the two-level negotiatiomfiex requires some time alurationto execute, produces some
work in Section 3. Examples are used to explain how the quantity of one or moréd/@s, called theM @) production
framework operates in Section 4. Different reward models set(M QPS), and consumes some quantity/df@s, called
are discussed in Section 4.3.1. Section 5 shows how thes¢he M Q) consumption s€tM QC'S).
different reward models affect the agent’s performance and The TAMS language [1] (See Figure 4) is a domain-
Section 6 summarizes this paper and discusses related workndependent task modeling language, which allows us to
model agent’s detailed activities. The agent’'s candidate
2 Supportive Frameworks tasks are described in hierarchical structures with atern
The multi-leveled negotiation is performed at different ab Ve ways of accomplishing tasks. Three features are used to
straction levels. In this work, thi/Q framework [6]isused ~ characterize the primitive tasks (methods): qualily du-
for the higher-level representation, while the TZEMS frame- ration (@) and cost ) via discrete probability distributions.
work [1] is used to support the lower-level reasoning pro- Quality describes the contribution of a partlgular method
cess. The proper integration of théQ and TZEMS models  © the overall problem. Hard and soft interactions between
and reasoning processes enables agents to reason about bd@$ks: calledV LEs (non-local effects), are also represented

organizational level task value and to handle detailedfeas N TAMS and reasoned about during scheduling and negoti-
bility, analysis, and implementation of tasks. Howevee, th ~&tion. Hard task interactions delineate hard precedente co

basic approach is not restricted to these two frameworks straints such asnablesanddisables Soft task interactions

and we feel they can also be applied to other suitable taskdenote situations where the result of one activity taaml-

representation frameworks. itate or hinder another activity. Task resource consumption
In the M@ framework, the execution of a task con- and production behaviors are modeled in TAEMS caa-

tributes, in a quantitative manner, to the achievement ef on SUmesandproducesask/resourceV LES.
or more objectives of the agent. As part of this framework, . .
there is a way of mapping this contribution to an overall 3 Overview of Basic Ideas

utility increase associated with the potential executiba 0 In the two-level framework, an agent haszaf() level view
task, given the agent’s current state of achievement of dif- of its local activities, which is a set of potential MQ tasks,
ferent objectives. Each agent has a sed&f)s or motiva- each associated with certaldQPS and MQC'S. Figure
tional quantities that it tracks and accumulat&sQ) repre- 3 shows that agem has threeM/ Q) tasks,T'1, T2 andT'3.
sents the progress toward a organizational goal and in cerd'1 producesM @1 from 6 units to 12 units, and it con-
tain cases may be used as a medium of exchadé)s sumesM Q2 from 0 units to 6 units. The amount of the
are produced and consumed by task performance where thé/(Q varies depending on what plan is used to accomplish
consumption or production properties are dependent on thetask7'1. For eachM @ taskT', there is a TAEMS task struc-
context. For each M(belonging to an agent, it has a pref- ture that describes the detailed activities for this task, i
erence function or utility curve/y,, that describes its pref-  the task structurd’G1 in Figure 4 describes the detailed
erence for a particular quantity of MQMQ Tasksare ab- activities in taski'1. Different plans to accomplish the @
stractions of a partial order set of primitive actions thet t  taskT can be generated from the TAEMS task gra@i(p by
agent may carry outM (@ tasks may haveleadlinesand the Design-To-Criteria (DTC) scheduler [5], and each plan

Figure 2. A two-level negotiation framework



(11t J (2 ) (713 ) name plan q | ¢ d | MQPS| MQCS

MQ1 | MQ2
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Table 1. Alternative plans for task T1

commitments can solve the conflict. Otherwise, if the con-
flict can’t be resolved given all current constraints, therag
needs to discard some commitments (decommits), estab-
lish other commitments on already scheduled local activi-
4 3(0.2) 4(0.6) 5(0.201 performed locally @ 3(0:2) 4(0.6) 5(0.2% 3(32) 5(0.6) 6(0.2ties and go back to th&/ () level to reschedule, and possi-

¢: 1(0.2) 2(0.6) 3(0.2)q: 1(0.2) 2(0.6) 3(0.2) - 1(1.0) ¢ 0(1.0) ply result in constructing new commitments [step 8].

d: 4(0.2) 5(0.6) 6(0.2)c: 5(0.2) 6(0.6) 7(0.2) d: 4(0.2) 5(0.6) 6(0.2§ 7(0-2) 8(0.6) 9(0.2
d: 8(0.2) 10(0.6) 12(0.2)

02: performed by an expert 4 Through the PI’OCGSS

q: 3(0.2) 4(0.6) 5(0.2) . . oy . L.

c: 0(1.0) In this section, we will discuss this two-level negotiation
d:4(0.2) 5(0.6) 6(0.2) greater detail using examples.

Figure 4. Task structure for T1 ) ]
_ _ _ . 4.1 DTC Scheduler Builds Alternatives
has different quality, duration and cost characteristizg t

affect theM QPS and MQCS of the taskT’. This is the The Design-To-Criteria (DTC) scheduler [5] is a domain-
first step [step 1] shown in Figure 2, which describes the independent scheduler that aims to find a feasible schedule

two-level negotiation framework. that matches the agent’s particular criteria request.ui$és

The extended\/() scheduler generates a partial order off-line to build a library of alternative plans for achieve

schedule that indicates what tasks the agent should attemp?€nt of & TAEMS task group. The thréé@ level tasks

to execute, what plans are used to execute these tasks, anfi+ 72 and7'3 are mapped into the task groupér1, 7G2

the order of the executions. This schedule represents thénd TG3 in the TAEMS model. There is a subtaskl2
agent's best choice about what activities it should do to ©f 7G1 (See Figure 4) that potentially can be contracted
maximize its local utility increase [step 2]. Based on these [0 @nother agent who is an expert on task2. The DTC

schedules, the agent can reason about the utility of a speScheduler works off'G1 according to the following dif-
cific commitment. Negotiation on th&/(Q) level is a multi-  [erent assumptionsm12 is executed locallyn12 is not

dimensional negotiation that includes the amount of the €X€cuted, andi12 is contracted to another agent, and gen-

transferredM Q, the temporal constraints and the quality erates_ a set of alternative plans shOV\_/n _in Table 1. Each plan
constraints of the commitment [step3]. Also, the agent can Nas different performance characteristics, correspandin

select which agents to negotiate with and the appropriate ne @1 M @ level alternative with different duratiom/Q PS5,
gotiation strategy according to organizational relatiops andMQCS. The quality and cost characteristics of.a plan
and the negotiation issues [step 4]. Th&) level negotia- ~ &ect theMQPS and MQC'S of the task, and the influ-
tion builds rough (partial-specified) commitments for thos  €NCe €an be described using domain dependent functions.

Efgssﬂt-hat should or could be reasoned aboutfliglevel 42 MQ Level Scheduling

After building a localM @@ schedule and rough commit- The M Q level scheduler does scheduling for these alterna-
ments on thé/ @ level, the agent reorders its local activities tives of T'1, T2 andT'3 to find the best schedulk/)_S1.
on the TAEMS level [step 6]. In this reordering process, the Suppose the best schedule MR includes thel'G1_P3
agent optimizes its local schedule by taking advantage ofplan:

the interrelationships among low-level tasks/methodsoAl TG1_P3[duration:15 earliest start time:0 deadline:20]
the agent verifies the feasibility of its local schedule give TG2_P2[duration:10 earliest start time:0 deadline:30]
rough commitments from thé/Q level and those addi- TG3_P1[duration:15 earliest start time:10 deadline:40]

tional constraints from the TAEMS level [step 7]. Nego- This is a partial order schedul&@G1_P3 andTG2_P2
tiation on the TAEMS level involves refining those rough need to be finished befol&G3_P1 starts. The reason is that
commitments as needed. If the agent can find a feasible lo-T'G3_P1 consumes thél/Qs produced byI'G1_P3 and
cal schedule by reordering and renegotiation on the TEMSTG2_P2. Agent A compares the utility of the best sched-
level, it can execute its local schedule and perform all of ule including the contracting plan ef12 with the utility
its commitments. If unexpected events cause conflict in theof the best schedule without the contracting plamaf2.
execution process, the agent needs to check if refining anyThe difference is the utility gained by contractingl2 to



another agent. It is used by the agents to guide the negotia-
tion on the transferred/ Q for contractingn12. The basic
constraint of the quality request and the temporal conmtrai

of m12 is established based on the TAEMS level schedule
(TG1_P3) and theM @) schedule (MQS1). Agent A posts

this task allocation proposal as:

ml12, quality — request : 10, time — scope : [5, 15]

4.3 MQ Level Negotiation

The negotiation on thé/(Q level includes the following
concerns:

1. For each issue in negotiation, there are multiple features that
could be negotiated about, such as the transferred MQ, which
approach used to accomplish the task and the reward model.
The negotiation is multi-dimensional.

2. For each negotiation session, there are different negotiation
protocols available, such as single step negotiation or multi-
step negotiation. The agent needs to find the appropriate ne-

agentE requests. This agreement provides agEnivith

the freedom to further refine this commitment, and agent
R agrees to accommodate any request from agewithin

the pre-defined range. No matter what request agewill
make, or even if agerf does not make any further requests,
agentR will receive vl of M@Q; as decided in the rough
commitment.

. Dynamic flexibilitymodel. The contractee agehAtpaysv2

of MQ; for the contractor agenR to perform taskN L
within the range offt1,¢2]. If agentE requests a restric-
tion on thisrange t{¢1 + =, t2—y|, (t2—y) — (t1+2z) > d

and if agentR could accept this request, ageftwill pay
((x+y)* B+ 1) xv2of MQ; to agent RS is a parameter

that can be adjusted, the agents can negotiate on the value of
(. Agent R would decide to accept this additional refinement
request or not, according to its current problem-solving con-
text. If agentR does not accept this request, it is still obliged

to perform N L during [¢t1,¢2] and in turn is guaranteed to

gotiation protocol.

3. Although there is only one non-local task in negotiation in
this example, it is often the case that there are multiple issues
in negotiation and the negotiation on one issue affects the
negotiations on other issues. The agent needs to decide th
ordering of these negotiations and how it should negotiate on
each issue. 4.3.2 Reasoning about Uncertainty The uncertainty

4. Given that the other agents in negotiation may have differ- discussed here refers the uncertainty in the estimatidmeof t
ent organizational relationships with this agent, the agent execution characteristics (i.e. duration, quality, andtco
needs to choose appropriate negotiation attitudes towardof an activity. In the lower-level reasoning process, un-
other agents. certainties are represented as statistical distribut{dhs

These issues have been studied as multi-dimensional ne{vi(p1); va(p2); ...; vn(pr)}). Uncertainty information is
gotiation, multi-step negotiation, multi-linked negaiian abstracted as:
and integrative negotiation presented elsewhere. In s p 1. expected valueE(V);
per, we only describe how the agent selects an appropriate 2. marginal value;
reward model that takes into account the possible further 3. probability of above expectation
refinement of the rough commitment. = >, pix log(p) + RS

4.3.1 Reward Models Agents build rough commit- 4. measure of above uncertaingy ., gy, pix(vi— E(V)).
ments as a result af/Q level negotiation. We use the This abstracted information is used in the upper-level
term “rough commitment” because the specifications can€asoning process. Given the marginal value and the proba-
be ranges rather than points; these ranges allow further rebility of the above expectation, the agent chooses the appro
finement. For example, a rough commitmertould spec-  Priate reward model. If the probability of the above expec-
ify the temporal constraint for the contracted tasi, to ~ tation is large (bigger than a pre-set limit, this pre-seii

be started and completed somewhere between2]. If can adjusted by the agent based the learning from its expe-
fle) > 0,2 > t1 + d (f(c) denotes the flexibility of rience.) or the measure of the abqv&_—:‘.uncertalnty is large,
c; d denotes the estimated duration ML), it is possi-  the agent choosgs the pre-paid flexibility model pecause of
ble to refine this commitment by restricting this range to the high probability of future change. Otherwise it chooses
[t1 + 2,12 — y], (12 — y) — (t1 + 2) > d; hence the flex- the dynamic erX|l_3|I|ty model_ to save some cost on commit-
ibility of the commitmentc (in terms of whenV L can be ~ Ment. The marginal value is attached to the commitment
performed) is reduced. Because the flexibility is related to t0 describe that a specified item in this commitment may
the value/cost of the commitment, the agents need to come1€ed to be changed by the extent of the marginal value. |f
to an agreement on how the latter refinement is related to tndhe contractee agent promises to accommodatg this c.:h'a.nge
value of the transferred MQ. There are two possible models:When requested by the contractor agent (pre-paid flexibilit

getv2 of MQ; as the rough commitment defines.

These two models provide different degrees of freedom
for the agents. The agents can choose a model according
Jo the constraints and uncertainties of their local adtisit
during the negotiation process.

1. Pre-paid flexibilitymodel. The contractee agehtpaysv1
of M @Q; for the contractor agerR to perform taskV L dur-
ing any time period (not shorter thaf) within [t1,¢2] as

model), it can charge a higher price for this commitment
but it also needs to reserve enough room in its local sched-
ule for the future change. Otherwise, the contractee agent



can choose the dynamic flexibility model. In this way it

does not promise to accommodate the future change. Wheq_
the contractor agent requests a change, it checks its Ioca{

schedule to see if this change can be guaranteed. If so, a
extra cost is added when the change really happens.

4.4 TAMS Level Negotiation
deadline:20

T1(TG1_P5)
g

deadline:30
[ T2(TG2_P2)

deadline:40
T3(TG3_P1)

(D nonlocal tas
X/ resource

facilitates

Figure 5. Agent A’'s TAEMS level tasks

Figure 5 shows agemt’s current tasks and the required
negotiation issues. Additional constraints come from &e r

source requirements and the relationships among those sub- 3

tasks that belong to other high-level tasks: they are net vis
ible to the M @ level scheduler so they are not reflected in
the M@ level schedule. Two examples are shown in Fig-
ure 5: a facilitates relationship betweeri3 andm?23, and
resource-21 needed for the execution of method1.

The reordering process considers all methods contained

in the M Q level schedule. It takes into account the inter-
relationships among tasks, the resource request coristrain
and the rough commitments built at théQ level negotia-
tion. For example, resulting from the @ level negotiation,
agentB will perform taskm12 for agentA between time 5
and 15, and agerit will perform taskm?22 for agentA be-
tween time 10 and 20. Given that the resour2e is only
available from time 10 to 15, agewdt can't find a feasible
local schedule. One solution is to negotiate with agént
to push the start time of,22 to 15 instead of 10 (suppose
the duration ofim22 for agentC' is 5). If the commitment
onm?22 between agentd andC is the pre-paid flexibility
model, then agent’ would accept this request. Otherwise,
if the commitment is associated with the dynamic flexibility
model, agent needs to reason about its local partial order
schedule to determine if it can grant this request. If it can,
agentC will get extra M @) from agentA as a result of the
M@ level negotiation. If this refinement negotiation is suc-
cessful, agentl can generate a new feasible local schedule:

m11[0-5]m12[5-15]m13[15-20]
m21[10-15]m22[15-20]m23[20-25]
m31[25-30] m32[30-35] m34[35-40]

5 Experimental work

he experimental work studies how the two-level negotia-
nion mechanism affects the agent’s performance compared
to a one-level negotiation, and how the upper-level nego-
tiation (the choice of reward model) affects the lower-leve
negotiation and hence affects the agent’s performance. New
tasks were randomly generated. Uncertainties are intro-
duced by the execution component that generates the exe-
cution time for a task according to its statistical disttibn.

If a task takes longer than the expected time, it may cause
other tasks to miss their deadlines. The lower-level nego-
tiation occurs when this delay can be avoided by refining
some rough commitments of non-local tasks. Four different
policies are tested:

1. Fixed policy: The commitment built on the upper leviél Q
level) is fixed; there is no lower-level re-negotiation to refine
the commitment from the upper level.

Dynamic flexibility policy: The agent always choosesdiye
namic flexibilityreward model in the upper-level negotiation.
Pre-paid flexibility policy: The agent always chooses the
pre-paid flexibilityreward model in the upper-level negoti-
ation.

2.

4. Decision-making flexibility policy: In the upper-level negoti-
ation, the agent chooses either thaamic flexibilityreward
model or thepre-paid flexibilityreward model according to
the abstracted uncertainty information, as described in Sec-

tion 4.3.2.

Figure 6 (each data pointis an average over all cases with
the same number of late tasks) shows that when the number
of late tasks increases, the agent’s performance decreases
significantly without the lower-level negotiation (usirtget
fixed policy). The reason is that the agent can not get the
expected reward without finishing the task on time; addi-
tionally it has to pay the decommitment penalty. The lower-
level negotiation helps the agent to adjust its previous-com
mitment with the other agent, so as to avoid missing tasks’
deadlines. As the number of late tasks increases, the perfor
mance of the dynamic flexibility policy decreases, because
the dynamic flexibility policy can not guarantee the success
of the lower-level negotiation. Whether the other agent ac-
cepts the adjust request depends on its current problem solv
ing context. With the pre-paid flexibility policy, the ag&nt
performance is almost stable regardless of the change of the
number of late tasks. The agent always pre-pays for the flex-
ibility to adjust the rough commitment whether it needs it or
not. When the number of late tasks is small (less than 9), the
agent actually wastes some of its potential gain by paying

Besides the additional constraints caused by resource refor flexibility it does not need. The decision-making flex-
quirements and the relationships among those subtasks thdPility policy brings the agent the nearly-best performanc

belong to different high-level tasks, the other reason for
TAMS level negotiation is the uncertainty of task execu-
tion.

in all situations, because the agent can reason about when
it may need flexibility and can pre-pay for it, or when it
may not need extra flexibility and can save money on the
contract.
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Figure 6. Agent’s performance using different policies whe n uncertainty changes

6 Summary and Related Work technologies, such as MQ, TAMS and DTC can be in-

This paper explores a two-level negotiation approach. Othe corporated to support sophisticated negotiation. Aditio
researchers have proposed multi-layered agent architec@!ly: @gents can choose an appropriate reward model in the
tures, e.g. the InterRTaP [3] architecture includes theee ¢~ Nigher-level negotiation according to the uncertainty mea
trol layers. This architecture is based on BDI agent model, SUre; hence, the agent can pay for its local flexibility to ac-
which is different from the utility-driven, quantitativel c_ommodate the future uncertainty. The two-level negotlaj
reasoning agent control model in our work. Durfee and ion framework enables the agent to reason about compli-
Montgomery[2] have presented a hierarchical protocol for Cated negotiation issues and uncertainties in a more modu-
coordinating multi-agent behaviors. DECAF [3] has also lar and computationally efficient manner. It also allows the

suggested a layered architecture based on separation alor@@€nt to reason about the organizational concerns, imple-
functional lines. However, these architectures have not ad mentation of objectives, and negotiation and re-negotiati

dressed organizational concerns in the agent's goal gmlect J€CISIONS in an integrated way. This architecture opens up a
process, as we do through the MQ framework, and none ofWide variety of future work directions.
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