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Abstract

We present a multi-dimensional, multi-step negotiation mechanism for tagtatiin among cooperative agents based on distributed
search. This mechanism uses marginal utility gain and marginal utility cattuoture this search process, so as to find a solution that
maximizes the agents’ combined utility. These two utility values together with teahponstraints summarize the agents’ local infor-
mation and reduce the communication load. This mechanism is anytime iactérarby investing more time, the agents increase the
likelihood of getting a better solution. We also introduce a multiple attribute utilitytfandnto negotiations. This allows agents to
negotiate over the multiple attributes of the commitment, which produces mtoms, making it more likely for agents to find a solution
that increases the global utility. A set of protocols are constructed arekgiegimental result shows a phase transition phenomenon as the
complexity of negotiation situation changes. A measure of negotiation caityple developed that can be used by an agent to choose an
appropriate protocol, allowing the agents to explicitly balance the gain fromegetiation and the resource usage of the negotiation.

Keywords: Cooperative Negotiation; Distributed Search; Multi-Agent System;

1 Introduction

Negotiation is a process by which two or more parties makena giecision. The agents first verbalize demands and there mov
toward an agreement through a process of concession famati search for new alternatives [1]. Negotiation resednch
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multi-agent systems falls into two main categories, coitipetnegotiation and cooperative negotiation. Compstitiegotiation
occurs among self-interested agents [2], each trying tamiag its local utility; while in cooperative negotiatioagents try to
reach the maximum global utility that takes into accountwioeth of all their activities. This latter form of negotiati is quite
different from competitive negotiation, and can be viewsdaadistributed search process. We will focus on this codpera
negotiation which, as of late, has not received very muaknttin in the related literature [7]. In fact, we feel thesevery
little work on cooperative negotiation that explicitlyes to maximize a multi-dimensional global utility functioBhia, Neiman
and Lesser’s work on the Distributed Dynamic Scheduling&yqDis-DSS) [4] has shown that the coordination among t&gen
increase schedule quality; though no explicit negotiatising a cost model was involved in this work. The closest vtor&ur
knowledge is that of Moehlman et al. [9]; however their wamkdlves a much simpler and more structured utility functioat
does not involve quantitative reasoning about the combin#ity of the agents. Additionally, their approach is nahgirically
evaluated in different negotiation situations. Task altamn among cooperative agents was also studied by ShehdriKiaus
[11]. However, their work was focused on agent coalitiomfation, not negotiation and also the tasks were much simgtbout
alternative approaches.

There are different degrees of cooperation in a multi-aggstem. The most extreme is “global cooperation”, whichucgc
when an agent, while making its local decision, always tiiesiaximize the global utility function that takes into acob the
activities of all agents in the system. Global cooperat®nnachievable in most realistic situations because of tineber of
agents and bounds on computational power and bandwidtts Wadocus our research on “local cooperation” [8] which @scu
when two or more agents, while negotiating over an issugotiind a solution that increases the sum of their local ig8itwithout
taking into account the rest of the agents in the system.hEortore, our agents negotiate over multiple attributasédisions)
rather than over a single dimension. For example, agent Assgent B to do task T for it by time 10, and requests the minimu
quality of 8 for the task to be achieved. Agent B replies thatih do task T by time 10 but only with the quality of 6; however
if agent A can wait until time 15, it can get a quality of 12. Agé will select the alternative it believes is better for baigents.
The negotiation relates to both the completion time andesehi quality of the task, and thus the scope of the searcle $pathe
negotiation is increased, improving the agents’ chancendfrfig a solution that increases the combined utility.

Our approach focuses on a multi-step negotiation proceshiich agents engage in a series of proposals and countrs odf
decide whether the contractor agent will perform a taskHerdontractee agent by the specified time with a certaintgualis
is a search for those plans and constructed schedules ofatisalgcal activities that increase or maximize the coradintility
of the agents. We will use measures of marginal gain and melrgost first used in the TRACONET agents [10] to structuee th
search. In that work, these measures were used for a singe mvaluation rather than as a basis for a cooperativéidisd
search among the agents to find the best combined local dehedu

The cooperative negotiation process can potentially haagyroutcomes, depending upon the amount of effort that teatag
want to expend on the negotiation. One possibility is thay twill find a solution that leads to the maximum combineditytil
Another possibility is that they will find a solution that ie@ases the combined utility from their current state. Whilhied
possibility is that they may find that either there is no doluthat increases the combined utility or that they can nat ine
given a limited search

! Another possibility, which we will not consider in this work, is that the ageritsrecognize either at the start of negotiation or at some
intermediate point that either it is highly unlikely that a solution that increaseglttbal utility would be found or the effort to find such a
solution is not worthwhile in the current context. In this case, each ageid enter a meta-level phase of the negotiation process where it could



After the negotiation starts, an agent needs to decide wdhetop the process because negotiation costs accrue wih ttm
may stop after it gets the first acceptable solution thae@ees the joint utility or it may decide to continue looking & better
one. The agent needs to establish a balance between théatiegatost and the negotiation benefit. There are manyrdifite
possible variations of cooperative negotiation protodelpending on the stopping criteria. Therefore, as partiefilork we
will examine these questions experimentally to producigts about how the characteristics of the current sitnagifect the
variant of the protocol chosen. In the experiments, we ve# the TZAEMS language [5] to represent the agent’s local ks
activities (See Figure 2)and the DTC (Design-To-Criteria)[12kcheduler generates a local schedule for the agent, itjgtsem
to maximize the agent’s local utility based on a specifiedtiralimensional utility function.

In the remainder of the paper, we present our work on codpenaggotiation in the task allocation domain. We first disscr
the negotiation framework, followed by the cooperativeatigion protocol for task allocation. We next discuss thgezimental

results obtained by using these protocols. Finally, we sariz@ our work and discuss future work.

2 Task Allocation Negotiation Mechanism

In a multi-agent system, an agent may need to contract oubbitetasks to another agent if it does not have the capigsilio
perform this task locally, or if it is overloaded, or if thehetr agent can do the job better. This task can potentiallyaoeqgh a
larger activity that the agent performs in order to achiewas desired goal. In order to accomplish this task, the agseds to
negotiate with another agent about the appropriate timepptbach to execute this task, so that the combined utilisygum of
both agent’s local utilities) can be increased. By “apphdase mean a specific way for an agent to perform the task vumiciint
differ in the resources (i.e. the computation time and cas€d and the quality of the solution obtained from otheriadttve
ways. We assume that the agent will communicate with thetisgm subsystem about which task it definitely can’t dcalbc
and those tasks that it thinks may be advantageous to bermedoby another agent. As part of the negotiation process, th

relative merits of doing the task locally, not doing thisktas contracting the task to another agent, will be taken attcount.

2.1 Definitions

e Contractee Agent (contractee): the agent which has a taskl@tal task NL) that needs to be assigned to another aghst.

contractee gains quality from this task when it is compl€TCE is the contractee’s local task structure).

e Contractor Agent (contractor): the agent which performs task for the contractee. It devotes processing time aherot
resources to this task without directly gaining quality & the contractor’s local task structure).

either abandon the negotiation or change the context of the negotiation tiygattes set of objective criteria issues over which agents negotiate.
Thus, before the negotiation, an agent could evaluate the current sittmii@cide if it should start the negotiation based on whether it has a

good chance of increasing the global utility.
2The TZAMS task modeling language is a domain-independent framewetkta model the agent’s potential activities. It is a hierarchical

task representation language that features the ability to express altefmmayis of performing tasks, statistical characterization of methods via

discrete probability distributions in three dimensions (quality, cost andidajaand the explicit representation of interactions between tasks.
3t is a domain-independent scheduler that aims to find a feasible dettbdtimatches the agent’s local criteria request. The first input for

the DTC scheduler is the TAEMS task structure that describes the ageat'stiwities and the objective criteria used to evaluate alternative
schedules. The second input is a set of existing and proposed comntsitrie that indicates that this agent will produce specific results of
certain qualities by certain times. The third input is a set of non-local comenisn NLC, that are commitments made to this agent by other
agents. The scheduler uses this information to find the best schedeitetg@objective criteria, that exploits the given non-local commitments,

honors the existing commitments and satisfies the proposed commitmeetst as possible.



e Marginal Utility Gain [NL, C] (MUG): the local utility increnent for the contractee by having task NL performed with tiana

and quality specified by commitment C, which is calculatedh®ycontractee agent.

e Marginal Utility Cost [NL, C] (MUC): the local utility decnament for the contractor by performing task NL with duratiorda

quality specified as in commitmémivhich is calculated by the contractor agent.

2.2 Mechanism description

Figure 1 depicts a Finite State Machine (FSM) model thatriless the agents’ protocol for the task allocation mechanibhe
upper part shows the contractee’s FSM; the lower part shbeveantractor's FSM. The contractee agent starts the ratwoti
by building a proposal (Action AuildProposa) and sending this proposal (ActiondidMsgProposalto the contractor agent.
After receiving this proposar¢vMsgProposdl the contractor agent evaluates it (ActioevhlProposgl if the marginal utility
cost is less than the marginal utility gain, it accepts thigppsal (Action MsndMsgAccept otherwise, this proposal is rejected,
the contractor agent builds a counter-proposal (ActiohufdCounterProposdland sends it to the contractee agent (Action
L:sndMsgCounter-Proposal When the contractee agent gets this counter-proposafiégCounterProtocd) it evaluates this
counter-proposal (Action @valCounterProposal If the counter-proposal is acceptable and there alreselg aufficient number
of solutions (a solution is an acceptable commitment with@greater than MUC), the negotiation is terminated and time co
tractee agent informs the contractor agent which commitnsefinally built (Action FsndMsgFinish; otherwise, the contractee
agent generates a new proposal based on its previous pt@musthe current proposal (Action enerateNewProposgland
starts another round of communication.

This mechanism is actually a distributed search procegsh: dgents are trying to find a solution that maximizes the déoeth
utility (the marginal utility gain minus the marginal utilicost). It is not realistic to guarantee an optimal solutiiven limited
computational resources and incomplete knowledge (o @ges not know the other agents’ situation), so the goalfisitl an
acceptable solution, and try to get a better solution if nione is available. The contractee agent first builds anahgiroposal
which includes the time that the non-local task should beptetad and the quality achieved. The time request is a timgera
defined by the earliest possible time the non-local task NiLstart and latest reasonable time the non-local task camisbéd.
Since there are sequencing requirements and interretaimmamong tasks, there may be some task that must be filisfae
the non-local task can start, and there may be some othethi@stan’t start before the non-local task is finished. Femtbn-local
task, the earliest possible start time is the earliest pteséinish time for those tasks (pretasks) that have to behfidefore
the non-local task can start, the latest finish time is thestagtart time for those tasks (without violating their deesd that have
to be performed after the non-local task is finished. Theragtge agent gets maximum marginal utility gain during thiee
range, and the gain is indifferent to when the non-local faskctually executed during this range. Outside of this eanige
marginal utility gain decreases, but it may still be wortlil@ho search because the marginal utility cost for the ottt may
also decrease. So each subsequent proposal from the ¢eetisabuilt from its own previous proposal by moving the tirequest
m the marginal utility cost in a real time system, not only the acsaglaof resource should be considered, but also the opportunity
cost may be involved: when the contractor agent makes a commitmeet tastNL, it loses the opportunity to perform another incoming task
with higher utility, and thus the marginal utility cost may be higher than the imnteditlity decrease from performing this task. Similarly
when the contractee agent contracts the task NL out, it leaves itself reedofn to accept another higher utility task, hence the marginal utility

gain may be higher than the immediate utility increment from the task NL. In tbik Mhe opportunity cost is not addressed in the calculation

of marginal utility cost.
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Figure 1: Cooperative task allocation protocol

later. The mechanism also allows for the possibility of Wagytask NL's quality throughout the range specified by the et
the contractor can accomplish the task. In this way, throadgitional search on these alternative time ranges, thetiagign
process has an anytime character where additional timeases the likelihood of getting a better solution. It is assdithat the
environmental situation does not change, such as the laofiveew tasks and the change of current commitments, or teatag
does not consider these changes during the negotiatioegsoc

Let us describe the mechanism in greater detail. This pobtases three functions. One generates an initial proposal b
the contracteebyildProposal), the second generates a counter-proposal by the conmt{@uanterProposalGeneration, and
the third has the contractee generate a new proposal inmespo the counter-proposdéwProposalGeneratio. When the
contractee obtains its task structure and finds that themenisn-local task NL which needs to be assigned to anothettaigen
builds a proposal commitment PC based on its local schediiis. commitment specifies the earliest start time, the tditgish
time and the quality request for task NL's execution (buitsfdsal function, see section 2.3). In addition to this iinfation,
the marginal utility gain of this commitment is also providey the contractee. This commitment and associated infilsmare
sent to the contractor. The contractor evaluates this comenit in the context of its existing set of potential actaéstand other
commitments as specified in its local task structure by as&ifwhat-if” question to the scheduler. If this commitmeahde
satisfied with the marginal utility gain greater than the giraall utility cost, the contractor accepts this commitmettierwise, the
contractor tries to refine this commitment (CounterProffasaeration function, see section 2.3), and sends a cepraposal
CC to the contractee. When the contractee receives thiseepraposal CC, it evaluates CC by adding it to its local &talcture
and evaluating the resulting local schedule. If there iscallschedule whose marginal utility gain exceeds the matgitility

cost of the counter-proposal, the counter-proposal ispaede otherwise, it is rejected. If the counter-proposagjected or the



contractee wants to find a better commitment, the contrageseto improve the commitment (NewProposalGeneratioction,
see section 2.3). The improvement is a two-dimensionathgaocess based on the time and quality requirement sghiest
the previous commitment and counter-proposal from theraotdgr. The new commitment is sent to the contractor andhanot
negotiation cycle starts. As the negotiation progressescontractee keeps track of the number of accepted comntgraad
stores the accepted commitment with the highest globahufilhe negotiation process ends when either the numbezgiftiation
cycles exceeds a predefined limit or the contractee has mexfjthat the desirable number of improvements over trgnaii
accepted commitment has been made. If the contractee had douacceptable commitment by the time when any of thesésven
occurred, the contractee notifies the contractor of the ciomemt that has been finally agreed upon.

The mechanism described above also can be applied to neuttipitractor agents. The contractee agent can start centurr

negotiation processes with each of the contractor agemispiak the best acceptable commitment generated.

2.3 Elaboration of Protocol Functions

g: quality
d: duration
C: cost

m1] | MZX\' M3 ]

g:10 g:10 g:10 g:15 g:10

c:10 c:10 c:10 c.0 c:10

d:9 d:9 d:9 d:0 d:9
deadline:50

Figure 2: The contractee’s task structure

Let us introduce an example that will be used to explain haxfeoliowing functions work. There is a contractee agent wagk
on task TCE (Figure 2). TCE has two subtasks, Taskl and TdskR1 has three subtasks, M1, M2 and M3. Each of them takes
9 units of processing time (d:9), has a cost of 10 (c:10) ameigges 10 units of quality (g:10). The “sum” associatedhaitask
means the quality of the task is the sum of all its subtaskskZhas two subtasks, M4 and M5. There is an “enables” relsttip
between M2 and M4, which denotes that M4 can only be startet &f2 has been successfully finished. Likewise, another
“enables” relationship between M4 and M5 specifies that M&thabe performed after M4. The deadline constraint assatiat
with M5 indicates it has to be finished by time 50. Subtask M4 fask that needs to be assigned to another agent (suppose the
problem solver makes this decision). Since M4 is not exethyethe contractee agent, it does not take local procesising its
duration is set to 0 (“looks like” 0) for the contractee agent

The buildProposal function is used by the contractee agent to build an initiappsal PC. When the contractee finds out that
there is a non-local task NL that needs to be assigned to @nagent, it first performs a local scheduling process, wagfumes
the non-local task can be executed by the contractor agearyatime. As a result the contractee gets its local best stbed

with the highest local utility achieved. For example, thetbecal schedule found for task TCE i§2 : M2(0 — 9)M3(9 —



18)M1(18 — 27)M4[27 — 27]M5(27 — 36). It analyzes this schedule and finds the earliest start timetlze latest finish time
for the non-local task required by the tasks related to thislocal task. The earliest start time and the latest firitak tefine a
range that maximizes the marginal quality gain. The lendithie range is dependent on the relationships between théaual
task and other tasks, as well as the time constraints on tabks. In this example, given the “enables” relationshipafM2

to M4, and from M4 to M5, the time range found for M4 is [9, 27]edides this time range, this initial proposal also specifies
the quality request for NL's execution. The contractee agersn’t know exactly the specific task qualities that caadigeved
and how long it takes or how much it costs to achieve a certadtity. The contractee only knows the range of values thekt ta
NL's quality can take, and the estimated duration of task Whe decision about what quality to choose is important beea#u
the initial quality request is too high, the contractor ggmay fail to achieve it given the time range constraint, agreif it is
achievable, the marginal utility cost may be higher thargthie; hence the proposal fails. On the other hand, if theityualquest

is too low, it may miss a better solution at this time. A hetiriss used to assign the initial quality request value: & thme
range is much longer than the estimated duration of NL (he.time range is larger than one and a half times of the estanat
duration), then the quality request is set to a value higtem the average quality value (i.e. 1.2 times the averagiyjualue);

if the time range is very short compared to the estimatedtidurahen the quality request is set to a value lower tharatteeage
quality value; otherwise, the quality request is set as teeame quality range. Thus the contractee agent will recuéggher
quality achievement if it is more flexible on timeFor example, compared to the estimated duration 10.5 rtpoped time range
18 units ([9, 27]) is very flexible. So the contractee agequires a higher quality achievement (18) given the knowdealigthe

estimation average quality achievement is 15.

The CounterProposalGenerationfunction is used by the contractor to generate a countgygsa in response to an un-
acceptable proposal. The function works as follows. If ¢hisrno previous counter-proposal, the contractor buil@sfitist
counter-proposal by removing both the time range and thétguaquest, and finding the schedule that performs task Nth w
the minimum marginal utility cost among all schedules ne¢ar by the DTC scheduler. This counter-proposal has themoimi
marginal utility cost because it only respects the contraagient’s constraints and chooses to do the NL task at it$ coos
venient time and in the most convenient way; hence it is mikidyl to be an acceptable proposal from the perspective ef th
contractee agent. If a previous counter-proposal extsscantractor refines the contractee’s current proposadlaying the time
constraints and lowering the quality request alternagj\aaid this refining process is repeated until an acceptdtilEy < MUG)

counter-proposal is found. The algorithm that used to geaex counter-proposal is shown in Appendix Algorithm A.1.

The NewProposalGenerationfunction is used by the contractee to build a new proposadas the contractee’s previous
proposal and the contractor’s current proposal. If the iptessproposal is acceptable for the contractor, the cupesytosal is
actually the contractee’s previous proposal with detaiteplementation information (such as start time, finish tiamel quality
achievement). If the previous proposal is not acceptahke ctirrent proposal is a counter-proposal from the comracthe

contractee performs a two-dimensional search in the tioaity spacé. As described before, the initial proposal is built with

5Setting the quality request value low does not necessarily result in aispsedrch process to find an acceptable solution. A lower value
results in the marginal utility cost decrease; however, it also decrtesegarginal utility gain. An acceptable solution should have the marginal

utility gain greater than the marginal utility cost.
5This two-dimensional search has a depth-first search charactex:gigen range on the time dimension, the search explores all possible

values on the quality dimension; afterwards the search is moved to anatigeron the time dimension. This algorithm also could be generalized
for search on more than two dimensions. The assumption is that the edle@sh dimension are independent.



a time range that maximizes the marginal utility gain. Thetmew proposal is to search other time areas trying to fincti@be
proposal by reducing marginal utility cost. The initial Bmange is defined by the earliest start time and the deadlirtbé NL
task. For the non-local task, the earliest start time is #nkeast finish time for those tasks (pretasks) that have finished before
the non-local task can start. The latest finish time is thestagtart time for those tasks (without violating their disa] that have
to be performed after the non-local task is finished. Theaessr$tart time can be moved earlier if those pretasks haematives
that take less time, or part of those pretasks can be dropipedut/preventing the execution of the NL tdslOtherwise, if neither
of these two possibilities exist, the earliest start time'tdae moved earlier, hence it is unnecessary to searchrtieedrea before
the initial time range. In the example of Figure 2, the pretaisM4 is M2, which can not be moved earlier for it is alreadg th
first element in the schedule. And also there is no altereatizy to finish M2 with less time, so the earliest start timeMdr (9)
can not be moved earlier. The latest finish time can be moved lahich can result in additional costs being incurred wuie
violation of some later tasks’ deadlines (hard or soft die&)l] which decreases the marginal utility gain. For exanible latest
finish time of M4 can be moved later, which causes task M5 tad ktger and then the whole task TCE to finish later. As long as
the deadline is not violated, the task can still produce & vakult. In this work we assume the earliest start timetdasmoved
earlier and we only search the time area after the initiagtiange, but the algorithm could easily be adapted to searbbth
directions. When the initial proposal is built the contracagient has no idea how long it takes the contractor agentfarpethe
NL task and how much quality it can achieve. The contracttuisent proposal provides this information and it can beduse

build a new proposal. How the new proposal is constructedssiibed as the following.

o If the current quality achievement (ga) is less than theayeguality value and the previous proposal is not the Iti@posal,
the new proposal requests a higher quality and moves thdidedater to make a high-quality performance more likeljneT

example is shown in Step 10 in Section 3.2.

o If the current quality achievement (qa) is higher than therage quality value and the previous proposal is the irngtiaposal
(remember the initial proposal does not necessarily stit thve lowest quality request), the new proposal requestsvar
quality with the initial time range to see if a better solutiexists with the reduced marginal quality cost. The exarigd@own
in Step 4 in Section 3.2.

e Otherwise, the new proposal moves to a later time range tpesste of 5 (in this example, we choose the step size as Shwhic
is about a half of the estimated duration of the non-locét,tastually the step size can be adjustedind requests a lower
quality trying to reduce the marginal utility cost. The exdenis shown in Step 7 in Section 3.2.

"The reason that some of those pretasks can be dropped withounfimgviae execution of the NL task is the existence of a “soft relation-
ship”. There are two types of relationships: “hard relationship” sucteaables” - task4 enables tasl3 means that tasi can not generate
valid result without the successful execution of taK'soft relationship”, such as “facilitates” - task enables taslB means that the successful
execution of task facilitates the execution of tagk in terms of reducing the processing time, cost or increase the qualitykoBtai§ task A
is executed before task “B”. In this case, taslcan be counted as a precondition of té&kn the initial computing process of EST for tagk
However, taskA also can be dropped later in order to leave more room for the negotiati@sloB”. The example in this paper does not show

the situation of “soft relationship”, however, the algorithms described ban be easily modified to handle this situation.
8The step size affects the performance of the algorithm in the following whagn the step size is large, it may take less time to find a good

solution, but it is also possible to miss some good solutions (for exampkn step size is 10, the first range searched is [0, 15], the second
range searched should be [10, 25], then the solution that starts atfiehes at 15 will not be found); when the step size is small, it may
take longer to find a good solution, but the possibility of missing good solutsorezluced. When the step size is 1, a complete search (in time
dimension) is performed.



This new proposal is evaluated and if the gain is larger tharestimated cost (it is a good proposal), it is sent to th&ractor;
otherwise, the proposal is modified to make it closer to tligalnproposal so that the gain could be higher. This proésss
repeated until a good new proposal is found. The above puveed applied when the previous proposal is acceptablerand t
current proposal is actually the contractee’s previoup@sal with the detailed implementation information. Whea pinevious
proposal is not acceptable, the current proposal is a copndgosal from the contractor. As stated previously, thet iounter-
proposal is built by throwing away all constraints from tleatactee and finding the most convenient way to performdinelacal
task. In this situation, the contractee agent analyzes Whytevious proposal failed; if it failed because the ihtiilme range
was too short, it enlarges the range by moving the deadliee émd requests a lower quality to see if there is a solutear the
initial proposal. Otherwise it adjusts the initial rangétoa little bit longer than the current execution time andiesgs a quality
higher than the average quality. The second counter-pabpos! those counter-proposals that follow it are built Hgotag the
previous proposal’s request and finding a solution as clo#ieet previous proposal as possible. In this situation, &x¢ proposal
is built based on the current proposal, by either requestinigher quality with a later finish time or moving to the nemte range
by a step size, depending on how much quality is achieved mae.algorithm that used to generate a new proposal is shown in

Appendix Algorithm A.2.

2.4 Another Approach - Binary Search

In the previous section we described our algorithm whichidess the time dimension range by range, and in each timerang
different quality requirements are explored. This aldoritis an approximation of the complete search process; iaHager
search step and uses heuristics to control the search prdeadier, we tried a binary search algorithm [13] whoserstiescrip-
tion follows. The contractee builds an initial proposal asaibed above: this initial proposal requests that thelocal task
be performed at the most convenient time for the contradfetbe contractor could not accept this proposal, it buildes first
counter-proposal using the same procedure as the onelmisatiove. Each next proposal from the contractee is a conigeo
between its own previous proposal and the contractor’stesyproposal, while each next counter-proposal from thereator is
a compromise between the contractee’s proposal and theactarts own previous counter-proposal. Figure 3 and Eglishow
how the contractee generates the new proposal based oavteys proposal and the counter-proposal. The contrage also
behaves differently depending on whether it is trying toliowe an existing acceptable commitment or generating a mepogal
in response to a rejection. If there is already an acceptaidigion, it tries to find a new solution either with a highelU& or
lower MUC, which will hopefully increase the combined utili It there is no acceptable solution, it tries to find a solutby
relaxing previous request constraints (in quality andidime).

If there is an existing acceptable commitment, the corgmatakes the following actions:

e The contractor can not do task NL as early as the contractgaested The contractee now asks for a finishing time that is the
average of those of the counter proposal and the previoympab It also decreases the requested quality at a cestainflry
multiplying it by a value “a” between 0 and 1) thus trying toebéhe contractor halfway and with a reduced quality (Fig8re

case 1).

e The contractor can do task NL as the contractee requedtee.contractee asks for a finishing time that is the averagjeoste
of the counter proposal and previous proposal and requestguality that the contractor offered, trying to see if thésv pair

reduces the contractor’s cost and thus increases the cedhbiility (Figure 3, case 2).
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If there is no existing acceptable commitment yet, the amtére takes the following actions:

e The contractor can not do task NL as early as the contractegested, but it can do it later with a higher qualitf’he
contractee now asks for a finishing time that is the averagieoske of the counter proposal and previous proposal, arebjik

the requested quality the same, thus trying to meet theadoirhalfway (Figure 4, case 2).

e The contractor can not do task NL as early as the contractgaested and the quality requested is not possibie contractee
asks for a finishing time that is the sum of that of the previougposal and the duration estimate of task NL, and it keeps th

requested quality the same, thus trying to do the task I&tgu(e 4, case 3).

e The contractor can do task NL at the requested time or eadra even with a higher quality than request&dhe contractee
asks for a finishing time that is the average of those of thatsproposal and the previous proposal and requests thigyqua

that the contractor offered, thus trying to see if this new mduces the contractor’s cost (Figure 4, case 1).

e The contractor can do task NL at the requested time or eabligithe quality requested is not possibléne contractee asks for
a finishing time that is the sum of that of the previous propasd the duration estimate of task NL, and it keeps the raqdes

quality the same, thus trying to do the task later (Figureadec).

This binary search algorithm does not work as well as theadngrange search because it usually leads to finding fewer

acceptable solutions and the quality of those solution®sgt. The following factors contribute to its lower perfante:

1. The finish time of the first counter-proposal may not be titea latest reasonable finish time for the non-local taske T
non-local task could be finished later with a higher qualigttmay provide a higher combined utility. Since the binaarsh

range is restricted by the finish time of the first counterppsal, any solution later than that will not be found.

2. The negotiation is about multiple issues, such as théseastart time, deadline, and quality requirement; hetleemidpoint
of the two proposals is difficult to guess based on these thsees. In the implementation, we focus on the deadline ffzand

finish time) while the earliest start time is adjusted actardo the deadline.

3. The domain knowledge used to guide the search is incompter example, the duration between the earliest startdindehe
deadline in the first proposal may be less than the minimuratabur of the non-local task’s execution by the contractoicivh
causes the failure of the first proposal. When the countgrgzal comes, the minimum duration is available at this tiooejt

is not used in the rest of the search process.

4. The search process is less structured leading to ceyja@s of solutions often being missed, since both agentskaly to

search only in the vicinity of their most favorite proposals

Based on the above reasons, we developed the range-byseagh which improves negotiation performance.

3 Negotiation Protocols and Example
3.1 Five Protocols

The negotiation mechanism described in the previous sectierves as a basis for a family of protocol variations diftgin the

criteria for the negotiation process termination. We exanthe following five protocols in this research:

e SingleStep: The contractee sends a proposal commitmentt@P@e contractor, the contractor accepts PC if MUG(RC)

MUC(PC); otherwise it rejects PC, and the negotiation imteated in failure.
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o MultiStep-Multiple(n)-Try: The contractee and the cocta perform the negotiation series - “proposal, counteppsal, new
proposal, ... " - until 'n’ acceptable solutions with incse@ag utility gains are found or certain iteration limits aeached (i.e.

after 10 proposals has been made). We explore three diffeaires for 'n’ in our experiments which are described next.

— MultiStep-One-Try: MultiStep-Multiple(n)-Try, n=1;
— MultiStep-Two-Try: MultiStep-Multiple(n)-Try, n=2;

— MultiStep-Three-Try: MultiStep-Multiple(n)-Try, n=3;

e MultiStep-Limited-Effort: The contractee and the contaa@erform the negotiation series - “proposal, count@ppsal, new
proposal, ..."” - until certain iteration limits are reach@this protocol explores more possibilities than the aboeationed four

protocols when the iteration limit is set to a relativelygamumber.

Although these protocols differ in the amount of search theyrior to termination, none of them performs a completectea
One reason for that is that generating an optimal local agghedule for each “what-if” question of the negotiationgass is an
NP-Hard problem; our scheduler uses heuristics to prunteop#tie search space and thus not all possible options asndggl.
The other reason is that the distributed search space fgudbsible solutions is also very large and a complete seartioi
expensive. For example, suppose the earliest start timbdéarontracted task is 10, the deadline is 30, and the cadotragent
has three different approaches to accomplish this taskieaeuld then be a total of 20*3 = 60 possible solutions (stgrfrom
time 10, 11, ..., 29 by approach#1, approach#2 or approachA#8 for each possible solution, the agent needs to ewaltiatthe
context of its other local activities. Thus expending cotaional effort necessary for a complete search is notliéadHence, a
range-by-range search (with step size of 5) is performead approximation of the complete search.

To examine how different protocols work in different sitoats and to find out the major factors that affect the outcofme o
negotiation, we have built two agents: the contractee aaddmtractor. The utility the agent gains by performing tasksing
schedule S is a multiple attribute utility function, whicha weighted function of the quality achieved, and the codtcamation

expended when performing task T.

utility(S) = quality_gain(S)*quality weight +
cost_gain(S)*cost_weight +

duration_gain(S)xduration_weight
quality(S)
quality_threshold

quality_gain(S) =

cost_limit — cost(S)

cost-gain(S) cost_limit

duration_limit — duration(S)

duration.gain(S) = duration_limit

quality(S), cost(Sand duration(S)are the quality achieved, cost spent and time spent by stEh&lguality_threshold
costlimit, duration limit, quality_weight costweightandduration weightare defined in the agent’s criteria function. The first
three values specify the quality the agent wants to achieve this task, the cost and the time it wants to expend ondkis the

other three values specify the relative importance of thadityicost and duration attributes[12].
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3.2 Example

In this section, we use an example to explain how the negmtiaechanism works. Consider the situation where the aotge
is working on task TCE (Figure 2). Task TCE has been explain&#ction 2.3. The contractor is an agent that could pctkti
perform task M4. (There could be more than one agent with derpial of performing task M4. For clarity we only show one)
Similarly, Figure 5 shows the contractor’s local task TCie(teft part of the figure).Table 1 Summarizes the followirgraple.
In this example, the contractee has the following criter&firdtion: quality_threshold = 50, cost_limit = 50,
duration_limit = 55, quality_weight = 0.7, cost_weight = 0.15 andduration_weight = 0.15. The contractor has a slightly dif-
ferent set of criteriaguality_threshold= 50, cost_limit = 50, duration_limit = 55, quality_weight = 0.7, cost_weight = 0.2

andduration_weight = 0.1.

Table 1: Negotiation exampleP: Current Proposal; FT: Finish Time; QR: Quality Requested; QAaliQuAchieved; CUI: Combined

Utility Increase.)

| Step| Agent | Action | cP [FT| QR | A | MUG | muc | cul |
1 contractee Build-Proposal PCO | 27 18 0.295
2 contractor Evaluate-Proposal | PCO | 24 18 195 0.189
3 contractee| Re-Evaluate-Proposal| PCO | 24 18 19.5| 0.358 | 0.189| 0.169
4 contractee| Generate-New-ProposalPC1 | 27 | 135 0.274
5 contractor Evaluate-Proposal | PC1| 19 | 135 15 0.163
6 contractee| Re-Evaluate-Proposall PC1| 19 | 13,5 | 15 | 0.295| 0.163 | 0.132
7 contractee| Generate-New-Proposal PC2 | 27 9.0 0.211
8 contractor Evaluate-Proposal | PC2 | 24 | 9.0 | 105 0.053
9 contractee| Re-Evaluate-Proposall PC2| 24 | 9.0 | 10.5| 0.232| 0.053 | 0.179
10 | contractee| Generate-New-Proposal PC3 | 31 | 11.55 0.236
11 | contractor Evaluate-Proposal | PC3 | 28 | 11.55| 15 0.079
12 | contractee| Re-Evaluate-Proposall PC3| 28 | 11.55| 15 | 0.293 | 0.079 | 0.214

Step 1: Build-Proposal (Action A in Figure 1) The contractee schedules local task structure TCE assukinig not to be
done and gets the following schedule S1:
S1: M2(0 — 9)M3(9 — 18)M1(18 — 27)
Quality(S1) = 30; Cost(S1) = 30; Duration(S1) = 27; Utility(S1) = 0.556
It schedules TCE assuming that another agent could perfofraM gets schedule S2:
52 : M2(0 — 9)M3(9 — 18)M1(18 — 27) M4[27 — 27| M5(27 — 36)
(with M4's result available at time 27)
Quality(S2) = 55; Cost(S2) = 40; Duration(S2) = 36; Utility(S2) = 0.8518
It builds the commitment PCO based on S2: since M2 enablestiMdearliest start time is 9; the deadline is 27 because
it has to be finished before M5’s scheduled start time 27; thengtime range 18 is very flexible compared to the estimated

duration(10.5), so the quality request is set to a higher value(18.0) raktzer the average value(15.0) of the estimation quality

9The estimated duration is told by the contractee agent.
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achievement.

PCO: [M4, earliesstarttime: 9, latesffinish_time: 27, qualityrequest: 18]

MUG(MA4) = Utility(S2) — Utility(S1) = 0.8518 — 0.556 = 0.295

q: quality
d: duration
c: cost

q:10 q:10 g:10 q:10

c:10 c:10 c:10 c:10

d:9 d:9 d:9 d:9
deadline:11 deadline:21 deadline:47

Figure 5: The contractor’s task structure

Step 2: Evaluate-Proposal (Action J in Figure 1) The contractor receives this commitment, adds M4 to itsl ltacsk structure
TCR and gets a new task structure n€®R (Figure 5). The contractor instantiates M4 and findsetdiferent plans to
perform M4: M41, M42 and M43. Each plan has different qualityst and duration characteristics. These three choiees ar
represented as three subtasks of M4 with “exaathe” quality accumulation function (qaf) in the TAEMS sturet
The contractor schedules néWCR with PCO:[M4, earliesstarttime: 9, latesffinish _time: 27, qualityrequest: 18], and finds
the following schedule S3:

S3: B2(0 —9)M41]9 — 24]B1(24 — 33) B4(33 — 42)

Quality'(S93) = 30; Cost(S3) = 49.5; Duration(S3) = 42; Utility(S3) = 0.446

Compared to the schedule S4 without performing Task M4:

S4: B1(0 — 9)B2(9 — 18)B3(18 — 27) B4(27 — 36)

Quality(S4) = 40; Cost(S4) = 40; Duration(S4) = 36; Utility(S4) = 0.635

the marginal utility cost is Utility(S4) - Utility(S3) = 089. Then it sends the following information back to the cactee
agent:

PCO [M4, starttime: 9, finishtime: 24, qualityachieved: 19.5, qualityequest: 18]

MUC(PCO0) = Utility(54) — Utility(S3) = 0.189.

Step 3: Re-Evaluate-Proposal (Action | in Figure 1) The contractee receives the slightly altered PCO and reratess it since
it has a higher quality and an earlier finish time than theioalgPCO:

10Notice the quality of schedule S3 does not include the quality achieved bysMéé it does not contribute to the contractor’s local utility;
however, when DTC scheduler works on the task structure “R@E”, it does count the quality of task M4. The purpose of the calculation
without the quality of M41 is to get the marginal utility cost.
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PCO0 [M4, starttime: 9, finishtime: 24, qualityachieved: 19.5, qualityequest: 18]
MUG(PC0) = 0.358 > MUC(PC0) = 0.189

This is an acceptable commitment. In either a SingleStepobor a MultiStep-One-Try protocol, the contractee stbpre

and accepts PCO with the combined utility gain of 0.169. In @ti8tep-Two-Try or a MultiStep-Three-Try protocol, the

contractee continues negotiation and tries to find a bett@ngitment.

Step 4: Generate-New-Proposal (Action D in Figure 1)if the contractee decides to find another solution, it attsnt im-
prove the proposal based on its previous proposal and thentyroposal from the contractor. It constructs a new psapby
decreasing the quality request, based on Algorithm A.2é¥tppendix:

PC1 [M4, earliessstarttime: 9, latesffinish_ time: 27, qualityrequest: 13.5]

The contractee agent evaluates this new proposal and findde S5 with this commitment.
S5 : M2(0 — 9)M3(9 — 18) M1(18 — 27) M4[27 — 27]M5(27 — 36)

(with M4's result available at 27 and achieved quality of3)3.

Utility(S5) = 0.83, MUG(PC1) = U(S5) — U(S1) = 0.274

PC1 is sent to the contractor.

Step 5: Evaluate-Proposal (Action J in Figure 1) The contractor finds schedule S6 that satisfies the commitR@h.
56 : B2(0 — 9)M42[9 — 19] B3(19 — 28) B4(28 — 37)
Quality(S6) = 30; Cost(S6) = 45; Duration(S6) = 37; Utility(S6) = 0.472,
MUC(PC1) = Utility(S3) — Utility(S6) = 0.635 — 0.472 = 0.163

Since the marginal gain is greater than the cost, PC1 is taidep

Step 6: Re-Evaluate-Proposal (Action | in Figure 1) The contractee receives and re-evaluates the revised PCh Wwhas a
higher quality (15) and an earlier finish time:
PC1 [M4, starttime: 9, finishtime: 19, qualityachieved: 15, qualityequest: 13.5]
S5 : M2(0 — 9)M3(9 — 18)M1(18 — 27) M4[27 — 27]M5(27 — 36)
(with M4's result available at 19 and achieved quality of 15)
Utility(S5) = 0.851
MUG(PC1) = 0.295 > MUC(PC1) = 0.163
This is also an acceptable commitment. However this comeritrwith the combined utility gain of 0.132 is worse than the
first solution. Thus in a MultiStep-Two-Try protocol or a Mid@tep-Three-Try protocol, the contractee continues tiaion

and tries to find a better commitment.

Step 7: Generate-New-Proposal (Action D in Figure 1)it rebuilds a new proposal by moving the earliest start tiater] from
old start time of 9 to 14 by adding 5 (the step size is 5), asiBpddn Algorithm A.2:
PC2 [M4, earliessstarttime: 14, latesfinish.time: 27, qualityrequest: 9.0]

The contractee agent evaluates this new proposal and findde S7 with this commitment.
ST:M2(0—9)M3(9 — 18) M1(18 — 27) M4[27 — 27| M 5(27 — 36)

(with M4's result available at 27 and achieved quality 0f)9.0
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Utility(ST) = 0.767, MUG(PC2) = 0.211

PC2 is sent to the contractor.

Step 8: Evaluate-Proposal (Action J in Figure 1) The contractor finds schedule S8 that satisfies the commitR@a.
S8 : B1(0 — 9)B2(9 — 18)M43[18 — 24] B3(24 — 33) B4(33 — 42)
Quality(S8) = 40; Cost(S8) = 50.5; Duration(S8) = 42; Utility(S8) = 0.582,
MUC(PC2) = Utility(S3) — Utility(S8) = 0.635 — 0.582 = 0.053

Since the marginal gain is greater than the cost, PC2 is tafdep

Step 9: Re-Evaluate-Proposal (Action | in Figure 1) The contractee receives PC2 and re-evaluates it based bigtier qual-
ity and the earlier than requested finish time it gets:
PC2 [M4, starttime:18, finishtime: 24, qualityachieved: 10.5, qualityequest: 9.0]
MUG(PC2) = 0.232 > MUC(PC2) = 0.053

This is a better acceptable commitment than previously géee. In a MultiStep-Two-Try protocol, the contracteersggeill

stop and accept this commitment with the combined utilitingd 0.179. In a MultiStep-Three-Try protocol, the contesee

continues negotiation to find a better commitment.

Step 10: Generate-New-Proposal (Action D in Figure 1)t rebuilds a new proposal by requesting a higher qualityeatidnd-
ing the deadline, as Algorithm A.2 describes:
PC3 [M4, earliessstarttime:18, latesfiinish_time: 31, qualityrequest: 11.55]

The contractee agent evaluates this new proposal and findde S9 with this commitment.
59 : M2(0 — 9)M3(9 — 18)M1(18 — 27) M4[31 — 31]M5(31 — 40)

(with M4's result available at 31 and achieved quality ofSE).

Utility(S9) = 0.767, MUG(PC3) = 0.236

PC3 is sent to the contractor.

Step 11: Evaluate-Proposal (Action J in Figure 1)The contractor finds schedule S10 that satisfies the commitR@3.
510 : B1(0 — 9)B2(9 — 18) M42[18 — 28] B3(28 — 37) B4(37 — 46)
Quality(S10) = 40; Cost(S10) = 55; Duration(S10) = 46; Utility(S10) = 0.556
MUC(PC2) = Utility(S3) — Utility(S10) = 0.635 — 0.556 = 0.079

Since the marginal gain is greater than the cost, PC3 is tafdep

Step 12: Re-Evaluate-Proposal (Action | in Figure 1)The contractee receives PC3 and re-evaluates it based dmigiher
quality and the earlier than requested finish time it gets:
PC3 [M4, staritime:18, finishtime: 28, qualityachieved: 15, qualityequest: 11.55]
MUG(PC3) = 0.293 > MUC(PC3) = 0.079
Thus PC3 with a combined utility gain of 0.214 is the best sotufound so far. In a MultiStep-Three-Try protocol, theneo

tractee agent will accept this commitment and stop; in a i9tdp-Limited-Search protocol, if the predefined itenatiionits

have not been reached, the agent will continue searching.
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Figure 6: Search space

As a result of this negotiation, the contractee has obtafoedacceptable commitments: PCO starts at 9 and finishe4,at 2
achieves quality 19.5 and has a combined utility increm@&@t 169, PC1 starts at 9 and finishes at 19, achieves qualigndl5
has a combined utility increment of 0.132, PC2 starts at IBfaishes at 24, achieves quality 10.5 and has a combinety util
increment of 0.179, PC3 starts at 18 and finishes at 28, ashipality 15 and has a combined utility increment of 0.2123 B
the best solution. Figure 6 shows PC, PC1, PC2 and PC3 in dira@asional search space.

4 Experiment & Evaluation

The experiments are designed to examine how negotiatidoquwis with different stopping criteria perform in differesituations
and find what are the major factors that affect the performaniwo agents have been constructed, the contractee agetitean
contractor agent. Each agent sequentially processes adiéfecent task structures. Each task structure is gerdras a variant
of the basic task structure shown in Figure 2 and Figure ShoAlgh the basic task structure does not change in this expets,

it represents a set of problems where the negotiation oauasa non-local task which has interrelationships witheotlocal
tasks, and both the contractee agent and the contractor éegrwith complex local tasks which carry temporal coristsaand
interrelationships among them. The number of temporaltcaingés (deadline and earliest start time) attached to latases
from 0 to 3, and the number of “enables” interrelationshipmwag tasks varies from 0 to 3. For example, in Figure 2, there
is a deadline constraint attached to task M2, and there i®aables” interrelationship between M4 and M5. The purpsde i
generate negotiation contexts with different degrees ftitdity. There is a total of 40962 * 2°) test cases resulting from the
combinations of these task structuresFigure 7 shows the contractee’s task structure and theamot’s task structure with all

we recognized the limitation of this experimental setup. There are two waset to the experiment. One is to generate all task structures
randomly; the other is to use a template task structure and vary it. We ctimosecond approach. The reason is that the first approach brings
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six possible temporal constraints and all six possibleriatationships. Besides the five different protocols désct in section
3.1, we also developed a “near-optimal-search” algoritsna @omparison base for the experiment. The “near-optiesies”
algorithm searches each start time point and finish timetpoareasonable time range, combined with each possibleagpip for
the non-local task. This “near-optimal-search” howevastiis not guaranteed to find the optimal solution since theeskler we
use is itself heuristic and does not always find the optimzdllschedule for the given constraints. Although the lochesluling
is still not “complete”, both agents explore all generatedgibilities and find which solution has the highest comébinglity;

such a solution is called the “best-found solution”. We camgpthe solution from each protocol to the best-found smhuto

evaluate its effectiveness.

est: earliest start time
g: quality
d: duration
c: cost

enables

,,.f' = AN\ o= N
[ m1] | B1] 'B2] [B3 | [B4]
g:10 q:10 g:10 q:15 q:10 g:10 q:10 q:10 q:10
c:10 c:10 c:10 c:0 c:10 c:10 c:10 c:10 c:10
d:9 d:9 d:9 d:0 d:9 d:9 d:9 d:9 d:9
est:10  est:24 deadline:50 deadline:11  deadline:21 deadline:47
the contractee’s task structure the contractor’s task structure

Figure 7: Examples of various task structures

We collected the following data for each test case in the dx@atal suite:

e Outcome(Success/Fail): A negotiation session is successful Mdsewith a commitment that increases the combined utility.

Otherwise it fails.

e Utility Gain: The difference between the MUG(C) and MUC(C). C is the finatlopted commitment. If the negotiation session
fails, Utility Gain is 0.

e Gain PercentageThe percentage of the utility gain with respect to the camadiutility achieved without performing the task

allocation.

e Solution Quality The goodness of the solution compared to the best-foundignlfrom the “near-optimal-search”. We
compare only the utility increase as a result of the negotiatSuppose a negotiation solution results in the combirigitly
increased of 18%, and the best-found negotiation solutimmavincrease the combined utility by 20%, then the qualftihs
negotiation solution is 90% (= 18/20*100%). If a negotiatfails without reaching an agreement, the quality of thetsoh is

defined as 0.

e Complexity of Task StructureA complexity measure of the negotiation is calculated base the number of constraints

too many variations, hence requiring a large amount of test cases igtriohcomputationally feasible in our situation. Another reason that we
choose the second approach is, by using the same template, it is easiyaedhe data and understand what are important characteristics that
affect the performance of the algorithms. The experimental resdtaarintended to be definitive but rather to provide a road map for agent
designers to think about complex negotiation protocols and their effaetigeunder different situations.
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(“deadline” and “enables” relationships) in the task stnoes. The formula we use to calculate this complexity mesasuas
follows:

complexity —irl + tel 4 ir2 4 te2 4 irl*tcl+ir2*tc2+ir1*iTQ%Ltcl*tc2+ir1*t02+ir2*tcl

irl: number of interrelationships in the contractee’s taskcstire;tc1: number of temporal constraints in the contractee’s
task structurejr2: number of interrelationships in the contractor’s taskiure;¢c2: number of temporal constraints in the
contractor’s task structure;

For example, in Figure 7yl = 3,tcl = 3,ir2 = 3,tc2 = 3, complexity = 21. This formula is based on the idea that the
more constraints there are, the more complicated the tasétstes are, and the more difficult the negotiation shoeldThe

range of the complexity function in this experimental sistf0, 21].

o Number of Negotiation StepFhe length of the negotiation series (Proposal[1] - CouRt®posal[2]- Proposal[3] - Counter-
Proposal[4] - ...).

Table 2: Comparison of five protocolaGP: the average of the gain percentage over all 4096 cases. AtiN&verage number of the
negotiation steps over all the cases. GPS: the negotiation gain per negattapoiGPS=AGP/ANNS). SQ: the average solution quality over
all 4096 cases. AGPS: the average of the gain percentage over@kstud cases. SQS: the average of the solution quality over all sfigces

cases.)

| Success| AGP | ANNS | GPs| sQ | AGPs| sqQs |

SingleStep 2580 7.63 1.0 7.63 | 51.44| 12.11 | 81.64
MultiStep-One-Try 4088 | 10.17| 148 | 6.87 | 72.37| 10.19 | 72.51
MultiStep-Two-Try 4088 11.9 469 | 255| 84.57| 11.97 | 84.74

MultiStep-Three-Try 4088 134 6.42 | 2.09 | 96.21 | 13.43 | 96.39
MultiStep-Limited-Effort | 4088 13.9 8.15 1.7 | 99.36 | 13.93 | 99.55

Table 2 shows the comparison of these five protocols. Outeffi96 test cases, the SingleStep protocol succeeds in 2580
cases, the other four MultiStep protocols succeed in 4088scaAmong these 4088 cases, there are 1508 cases in which the
MultiStep-One-Try protocol finds a better solution than 8iegleStep protocol; there are 2298 cases in which the Shejb-
Two-Try protocol finds a better solution than the MultiS®©pe-Try protocol; there are 2168 cases in which the MultiStbree-

Try protocol finds a better solution than the MultiStep-Tug- protocol; there are 675 cases in which the MultiStep-teh

Effort protocol finds a better solution than the MultiStepr@e-Try protocol. For the SingleStep protocol, the aversgution
quality(SQ) is 51.44% of the best-found solution; the agenaumber of the negotiation steps(ANNS) is 1, and the aeautility

gain from negotiation (AGP) is 7.63% of the combined utilitithout negotiation. Hence the average negotiation ga@r each
negotiation step (GPS=AGP/ANNS)) is 7.63% of the combingyuwithout negotiation. For the four MultiStep protolso as
the average negotiation step number (ANNS) increases frdftb 8.15, the average solution quality(SQ) also increfsen

72.37% to 99.36%, while the negotiation gain over each sk} decreases from 6.87% to 1.7%.

Figure 8 shows how these five protocols perform based on mplsimeasure of negotiation complexity. As the complexity
of the task structures increases, the negotiation probkorhes harder to solve, because the search space for aglbteatid
solution is narrowed as the number of constraints in thegasktures grows. The SingleStep protocol performs ala®stell as

the other four protocols when the problem is very easy (tlepdexity is very low), but its performance decreases dravaby
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comparison of the five protocols
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Figure 8: Comparison of five protocols according to the taskcture complexity measuftee solution quality is a relative quality

compared to the best-found solution, number 100 means the bestgolurin)

as the complexity increases. Furthermore, Figure 8 telthatsthe MultiSteptn + 1)-Try protocol performs much better than
the MultiStep»-Try protocol in the more constrained situation (e.g. whemplexity is larger than 5). When there are fewer
constraints or too many constraints, the extra search loetlwn MultiStep-Three-Try does not bring additional gaifi#is is
because when there are fewer constraints it is very likelytthe previous search has found a very good solution; and tese

are many constraints, it is hard to find a better solution &salt of the extra search.

Figure 9 shows the performance of each protocol with erroftha confidence level is 0.9). We find that as the negotiatftort
increases, the performance of the protocol is more stabigyl€Step protocol sometimes fails even in the medium ceriyl
situation, MultiStep-One-Try protocol sometimes has aitsoh quality that is only 10% of the best-found solution. wéwer,
with MultiStep-Two-Try protocol, we have the confidencettbaer 90% of the time, the solution quality is at least 50%haf t
best-found solution. With MultiStep-Three-Try, the loviEund of the solution quality is raised to 70% of the bestfbsolution.
The agent can choose an appropriate protocol depending guatity requirement and available time.

The above mentioned data has shown that the performancelofpeatocol is highly related to the difficulty of the specific
negotiation problem. Because each protocol requiresrdiffeamounts of negotiation effort, it is important for aeagto choose
an appropriate protocol that balances the negotiationayaimegotiation effort. Negotiation gain can be represkassheautility
gain from the negotiation; negotiation effort can be measurethibynumber of negotiation step§he negotiation effort grows
as thenumber of negotiation stepiscreases. The negotiation cost affects the agent'syutdit the following reasons. The first
reason is that the negotiation process consumes resoueegifne, computational capability, communication capaetc.)
that otherwise could be used for other tasks; the secondmdaghat the negotiation process itself has an influenceam h

and when the contracted task could be executed, which camnile ases reduce the utility. For example, the contractd ta
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Figure 9: The performance of all protocols with error bars
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without negotiation could be started as early as time 10;gvewthe negotiation process also starts at time 10. Thestchg
negotiation process takes, the later the task can actuabydrted. More generally, the effect of the negotiatiort onghe utility
is domain dependent. The following domain characterigtieselated: how much slack time there is for the contractskt thow
much advance time is available for negotiation withoutctffey the earliest start time of the task; and the frequeficyew tasks
arriving, opportunity cost and so forth. Given the abovedes; it is hard to measure exactly how the negotiation cifstis the
agent’s utility. We use the following approximated apptuatm make the negotiation cost and gain comparablentmsber of
negotiation steps (Man be mapped into a certain percentage of utility ¢) by multiplying a constant c. The value etan be
chosen according to the actual situation and it should ttefflew the negotiation cost affects the overall utility. Wth losing
generality, c is set to 0.5 in this experiment. That meanh stap of negotiation decreases the achieved combinety bijli0.5%
the initial combined utility without negotiation. The netgotiation gain in Figure 10 is calculated as the followiagnula:

Un=Up_

net_negotiation_gain = —g——y;
0
U,,: combined utility after negotiatiori/: initial combined utility without negotiation/;..;: combined utility with the best

negotiation solution.

comparison of net negotiation gain
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Figure 10: Negotiation gain beyond effort

Figure 10 shows the comparison of thet negotiation gair(the negotiation gain minus the negotiation effort) of the fi
protocols. In Figure 10, we can see a phase transition liem@menon[3]: when the negotiation situation is very sinfptan-
plexity < 5), the Single-Step protocol works as well as the MultiSBege-Try protocol, and the MultiStep-Two-Try protocol and
the MultiStep-Three-Try protocol are not good choices. Wiennegotiation situation is very difficult (complexity 19), the
MultiStep-One-Try protocol should be chosen; the extratiagon effort of the MultiStep-Two-Try and the MultiStefhree-Try

protocol does not bring reasonable extra gain. When the iaigot situation is of medium difficulty, then the extra gaxceeds
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the extra effort, and the MultiStep-Three-Try protocol dvantageous in this phase. The MultiStep-Limited-Effsmot a good
choice in this experimental setup since the negotiatiohisdso high. The difficulty of the negotiation situation isnply mea-
sured by the number of constraints in the agents’ task strest which is a “reasonable” measure but by no means a ctetyple
accurate measure of the distributed search complexityugtthis measure is very simple, it does provide importagdicative
information. Thus, it seems appropriate for the contraagent to inform the contractee agent of its local constsainimber
before the negotiation process starts; the contracted agarthen decide which protocol to use (how much effort toipuhe

negotiation) according to the estimate of the negotiatifficdity.

complexity <5.0 5.0 - 19.0 >=19.0

AGP ANNS GPS AGP ANNS GPS AGP ANNS GPS
SingleStep 12.81 1 12.81 7.24 1 7.24 0 1 0
MultiStep-One-Try 13.07 1.05 12.45 9.96 1.51 6.59 5.8 2 2.9
MultiStep-Two-Try 13.3 6.14 2.16 11.85 4.57 2.6 7.89 7.23 1.09
MultiStep-Three-Try 13.58 6.83 2.2 13.4 6.38 2.1 9.73 8.62 1.13
MultiStep-Limited-Effort 13.67 7.15 2.22 13.93 8.23 1.69 9.74 9.77 0.997
utility/negotiation-step < 0.20 < 5.19 > 5.19 < 0.29 < 0.78 < 5.31 > 5.31 < 0.39 < 5.46 > 5.46
SingleStep best best best
MultiStep-One-Try best best best
MultiStep-Two-Try
MultiStep—-Three-Try best
MultiStep-Limited-Effort best best best

Figure 11: Comparison of five protocalaGP: the average of the gain percentage. ANNS: the average nwhbes negotiation steps.

GPS: the negotiation gain over each step.)

Figure 11 shows each protocol’s performance under the thffeeent situations: low complexity, medium complexitydhigh
complexity task structures. The table shows the amountgdtiegion gain (AGP) and negotiation cost (ANNS). The negimn
gain over each step (GPS) provides an upper bound limit ondbfulness of the protocol (cost is less than gain). Let sisras
that in a specified application domain, each negotiatign absts ¢ percent of overall utility, then if ¢ is less than GRSprotocol
is useful. For example, in the low complexity situation, MeltiStep-Two-Try protocol could be useful only if each gigtion
step costs less than 2.16% of overall utility. Also the tadflews under each of those three situations, which protsdbki best
one when the negotiation cost changes. For example, in thatisih of medium complexity (complexity between 5 and 19),
when each negotiation step costs less than 0.29% of oveitall, uhe MultiStep-Limited-Effort protocol is the besivhen each
negotiation step costs more than 0.29% but less than 0.7&Xeodll utility, the MultiStep-Three-Try protocol is the&t; when
each negotiation step costs more than 0.78% but less th&fw508 overall utility, the MultiStep-One-Try protocol isdhbest;
when each negotiation step costs more than 5.31% of ovéildl,.the SingleStep protocol is the best. Figure 12 iltages the
above information in another way.

Based on these empirical results, the following obseraatzan be made:

1. Inalmost all the situations (except the very simple siturg, the MultiStep-One-Try protocol is much better thha SingleStep

protocol, since it achieves significantly more gain withidiextra effort.

2. The MultiStep-Two-Try and MultiStep-Three-Try protéeare worthwhile in the medium-difficult negotiation sitiom. The
agent could decide if it is worthwhile to spend any extrarfflf the task structures have very few or very tight corstsathen

the MultiStep-One-Try protocol is sufficient.

3. The complexity measure based on the number of consti@@ntde used to choose the appropriate protocol that balémees
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Figure 12: Best protocol under different situations

negotiation gain and effort.

5 Additional Thoughts

As mentioned in the previous section, the protocols’ penfmce is highly related to the difficulty of the negotiatiooligdem; we
tried to find some good predictors that the agent can use@ctdble best protocol. The complexity measure is such agioedi
it is easily obtained (just count the number of constraiatg] it works well, as shown in section 4. However, it is not equt

measure. The large variance in the data shows that it cgptticamore detailed information. Hence, we have done awhditi

work trying to find a better predictor.

5.1 Analysis of Solution Space

First, we tried to understand what makes a negotiation proldifficult. The structure of the solution space was exathberause

we thought the number of solutions may affect the difficulta @roblem. A near-optimal-search was performed and alit&wis

were obtained (of course, this measure could not be a peoedimtit just helps us analyze the problem). The followingrfou

measures were calculated:

1. Solution Number (sn): the number of solutions.

2. Unique Solution Number (usn): the number of unique sohgi This only counts solutions that have different stares.

3. Good Solution Number (gsn): the number of good solutidithie solution is better than 3/4 of the best-found solutibis a
good solution.

4. Unique Good Solution Number (ugsn): the number of unigoed solutions.

The relationship between the performance of the protoculdlaese measures was then studied. It needs to be pointdthout
the difficulty of the negotiation problem is actually an abst term. In general, an easy problem should be easy to,sohard
problem should be hard to solve. However, how hard or how &asglve a problem also depends on what algorithm is used to
solve it. Hence, the performance of the negotiation prdtooty not reflect the difficulty of the problem perfectly, liutloes

give us some sense of the difficulty.
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Figure 13: Comparison based on solution number (The solgpimlity is relative to the best-found solution.)

All four of these measures provide a similar result. Let's tlse solution number as an example to explain our observatio
(Figure 13). It seems that the difficulty is not changing cmmusly according to the solution number. The solution bam
divides the problems into two categories: When the solutionimer is smaller than a certain number (85), the SingleStpgol
always fails, and there is a relatively big gap between thifopaance of the first two MultiStep protocols and the otheo t
MultiStep protocols. When the solution number is larger thaertain number (85), there is no continuous large gap aratbng
those protocols, although the SingleStep protocol sill fat certain points.

From the above observation we find that it is not only the nurobeolutions that affects how each protocol performs, sa a
some other characteristics of the solution space stryctumh as how the solutions are distributed in the searclespad how

far away the best solution(there may be more than one begt®dlis from the initial proposal, etc.

5.2 Definition of Flexibility

We also developed a more complex flexibility measure (extgnthe complexity measure described by Deshmukh in [6]) tha
measures how flexible a set of tasks is:

A set of tasksl'S ={T'1, Tz, ... , T}

For each tasK;: est; (earliest start time)ji; (deadline); (duration of processing time)

For any two taskd; andT;: if task T; must be finished before Tagk then the precedence function takes value pfilj) = 1;
otherwisep(i, j) = 0.

Yi = <

if p(i,%jil ? mi; = dl; — est; — d; , the slack time of task;

if p(¢,5) =0, m; =0;

W;‘j = Tij * @4

The flexibility of a set of tasks TS is defined d8(T'S) = — > 7/; * log 7;
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If there is no feasible linear schedule for the task groug flgxibility is defined as -1.

_ dl(t)—est(t)

The flexibility of a single task t is defined agi(t) 0]

The characteristic of this flexibility measure is that therenslack time the tasks have, and the fewer precedenceoredhtps
among those tasks, the greater the flexibility. If the agastrhore slack time for its local tasks and fewer precedencsticints
among them, it is easier to arrange its local tasks and heawe Imore space for additional tasks. The flexibility meastould
capture more detailed information about local tasks coeybty the complexity measure.

5.3 Flexibility Related Measures

Based on the flexibility of a set of tasks and the flexibilityaogingle task, we developed the following measures to deseri
negotiation situation: The contractee has a task stru¢fi8a) and the contractor has a task structure (TSbh), andothiteactee

needs to assign the non-local task Tnl to the contractor.

1. Flexibility Sum Measure (fsum): fsum = F(TSa) + F(TSb)

2. Flexibility Product Measure (fproduct): fproduct = F@SF(TSb)

3. Flexibility Max Measure (fmax): fmax = Max (F(TSa), F(T$b

4. Flexibility Min Measure (fmin): fmin = Min (F(TSa), F(TSp

5. Task Flexibility Sum Measure (tfsum): tfsum = F(Tnl)+50)

6. Task Flexibility Product Measure (tfproduct): tfproded-(Tnl)*F(TShb)
7. Task Flexibility Max Measure (tfmax): tfmax = Max(F(TnFj(TSb))

8. Task Flexibility Min Measure (tfmin): tfmin = Min(F(Tn))F(TSb))
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Almost all of these measures (except the fmin measure, veltieb not seem to be a good approach to combine the two flexibili
measures) provide results similar to the complexity measas the flexibility related measure decreases, the diteramong the

performance of the protocols increases. Figure 14 showsti@arison of the five protocols according to e oduct measure.

5.4 Initial Range Related Measures

We also found that the initial proposed range for the nomdltesk is an important factor that affects the protocolsfqrenance.

The following are two measures based on the initial range:
1. Initial Range and Constraints Number Measutt@1st): rconst = (c1 — Initial_Range(Tnl)/c2) + ir2 + tc2 2
2. Initial Range and Flexibility Measure flex): r flex = Initial_Range(Tnl)/c2 + F(TSb)c3

These two measures also provide results similar to the eotitpimeasure. Figure 15 shows the comparison of the fivepott

according to the.const measure.
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Figure 15: Comparison based on initial range and conssraumtinber measure (rconst)

We have tried all of the above approaches but did not find a tisip satisfying measure of the negotiation difficulty. eTh
problem is much harder than we originally thought. The quoastf how to combine the characteristics of the subproblems
together to predict the characteristics of the problem asalenis still an open issue. In hind sight, given that we anagla
distributed optimization search over interdependentckeapaces where there can be complicated interdependerrey dahe

spaces, this conclusion is not surprising.

6 Conclusions & Future Work

In this paper, we presented a cooperative, multi-step regnt mechanism that searches over multiple attributégyus joint
utility function that reflects the concerns of both agentthm negotiation. We showed that the application of this raaigm to

12ir2: number of interrelationship in TSb; tc2: number of temporal coirggan TSb; ¢1, c2 and ¢3 are constant numbers used to adjust the

range of the data values. c1=8, c2=5. c¢3=10.
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the task allocation domain in a cooperative system. Theractgte agent has a task that needs to be performed by othds.age
To perform this task, the contractor agent can choose frorargkalternatives that produce different qualities andscmne
different resources. This context requires a complex nagmh that leads to a satisfying solution with increasimgnbined
utility. We first examined a binary search algorithm as a re@m to find a compromise between the contractee’s protocol
and the contractor’s counter-proposal. After carefullglgming the trace of this negotiation mechanism, we dewadagp better
way to do the distributed search in the agents’ negotiafidre range-by-range algorithm searches a broader spacploitse
the domain knowledge from the previous communication torgwp the negotiation process. Instead of a tightly constehi
proposal, the range proposal allows the contractor agdme more freedom to effectively react to the requested doment,
which improves the efficiency of the negotiation. The matBp negotiation mechanism is actually an anytime mechmarty
investing more time, the agent may find a better solution. tfogenulti-step protocols are developed based on this meshman
Experimental work is presented which shows how differentgmols work in varying situations. For comparison, a ngatimal-
search is performed as a baseline. As a result of this expatahwork, we found a phase transition like phenomenonén th
operation of the negotiation mechanism: When the negotiaitnation is very simple or very difficult, extra negotaatieffort
does not bring reasonable extra gain. When the negotiatieetigin is of medium difficulty, the extra gain exceeds thieeaezffort
required by the protocols that do more search. We also fdatchteta level information could be used to provide advicamm
the agent should choose the protocol to balance its gain féortl @ negotiation. We develop several predictors to nueashe
negotiation difficulty, so that an agent can choose the gu@i@ protocol. This is a very hard problem. Although weéhaeot
found a perfect predictor, we did find some simple measuegsatte helpful.

We would like to continue this work to obtain a better undamsling of the negotiation problem characteristics. Thésa-c
acteristics should help us to evaluate the difficulty of acfffienegotiation problem better, estimate the probabitfinding a
good solution before the negotiation is even started, amdatiely, and help the agent make a more reasonable deeis@rt the

probable cost and duration of a negotiation, and potendial. g
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A Algorithms

Algorithm A.1 Refining process
Related variables: current proposal (CP): est (earliest start time), dl (deadline), infguality request)
delttl (=2), deltt2 (=3): a short period of time;
reduceratio (=0.6): a small number@.0 < reduce_ratio < 1.0) used to reduce the minimum quality request of current proposal;
begin
n=0;
repeat
n++;
if (n mod 2) ==1)
/Irelax the time constraints
est = est - delit1;
di =dI + delt_t2;
else
/llower the quality request
ming = ming * reduceratio;
schedules local tasks and NL with new requests (est, dl, minq);
if a schedule contains NL with all requests satisfied and MURIUG
// found an acceptable counter-proposal
build the new counter-proposal (NCP) based on this schedule
(the start time (st) and the finish time (ft) for NL and NL's quality achievement
are extracted from the schedule and put into a newly created proposal.)
break;
until a counter-proposal is built
end

Algorithm A.2 New proposal generating process

Related variables: Initial proposal (IP): estO (earliest start time), dlO (deadline), mingddlity request);
Previous proposal (PP): estl (earliest start time), dI1 (deadline) ghifguality request);

Current proposal (CP): st (start time), ft (finish time), ga (quality eeted);

current duration = ft - st;

muc: marginal utility cost of current proposal;

deltt (=7): a short period of time;

stepsize (=5): the size of the step moved in time dimension;

averagequality_value: the average quality the non-local task may achieve;
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quality_increaseratio (=1.1): a small number1.0 < quality_increase_ratio < 2.0) used to increase the current quality request;
costreduceratio (=0.5): a small number{.0 < cost_reduce_ratio < 1.0) used to reduce the current marginal utility cost;
enlargerate (=1.3): a small numberl(0 < enlarge_rate < 2.0) used to increase current duration;
quality_reduceratio (=0.6): a small number@{.0 < quality_reduce_ratio < 1.0) used to reduce the quality request;
begin
if (PP is acceptable)
if (qa < averagequality_value and not in the initial range)
llrelax the time constraint and increase the quality requirement
est = st;
dl = ft + delt_t;
ming = averagequality_value * qualityincreaseratio(1.1);
else if (qa> averagequality_value and in the initial range)
/llower quality requirement to reduce marginal quality cost
est = estl,
dl =dli1;
ming = averagequality_value * quality.reduceratio(0.6);
muc = muc * costreduceratio(0.5);
else
//Imove to a later time range
est = estl + stesize;
dl = est + currentduration;
ming = averagequality_value * quality.reduceratio(0.6);
muc = muc * costreduceratio(0.5);
else //previous proposal is rejected
if (first counter-proposal)
if(dl1 - estl< currentduration)
/lenlarge the time range and lower quality requirement
est = estl,
dl = est + currentduration * enlargerate(1.3);
ming = averagequality_value * quality.reduceratio(0.6);
muc = muc * costreduceratio(0.5);
else
/ladjust the time range to be a little bit longer than the current execution time equkst a quality
/Ihigher than the average quality
est = estl;
dl = est + currentduration + deltt;
ming = averagequality_value * quality.increseratio(1.1);
else
if (ga > averagequality_value)
/lrequest a higher quality with a later finish time
est = st;
di = ft + delt_t;;
ming = averagequality_value * qualityincreaseratio(1.1);
else
//move to the next time range
est = st + stepsize;
dl = est + currentduration;
ming = averagequality_value * quality.reduceratio(0.6);
muc = muc * costreduceratio(0.5);
repeat
evaluated new proposal with (est, dl, ming, muc)
if (mug> muc)
/ffind a good new proposal;
break;
else
/Imove closer to the previous proposal
if (dl < dlO)
dl = (dl + dl0)/2;
else
dl = est + currentduration + deltt;
muc = muc*cosfreducerate;
until a good new proposal is found
end
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