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Abstract— This paper addresses the problem of negotiation
in a complex organizational context. An integrative negotiation
mechanism is introduced, which enables agents to dynamically
select a negotiation attitude based on the degree of external
directedness. Experimental work explores the question of whedr
it always improves the organization’s social welfare to have an
agent be completely externally-directed when negotiating and
making choices. Results show that there are situations in which
it is better for the organization if agents are partially externally-
directed in their negotiations with other agents rather than
completelyexternally-directed. The paper discusses the driving
factors behind this unexpected result.
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organizational dynamics

I. INTRODUCTION

In Multi-Agent systems (MAS), agents negotiate over tas:E

allocation, resource allocation and conflict resolutiombpr

lems. Until now almost all related work on negotiation ca
be categorized as falling into one of two general classes:
gotiation in market-like systems and negotiation in distted

problem solving systems. In market-like systems, agerds ar

self-interested and negotiate to maximize their own lotétyu
[11, [2], [3], [4], [5], [6]; in distributed problem solving
systems, agents negotiate to find a solution that increheés t
joint utility [7], [8], [9]. This latter approach is based dhe
assumption that full cooperation, at the local agent lewdl,
lead to an overall increase in the social welfare of the syste
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Little work has been done to study negotiation between these
two extreme cases.

When an agent is negotiating with other agents over task
performance and/or resource consumption, it must exjlicit
reason about thealue of performing/not-performing the tasks
or allocating/not-allocating the resource. The way in vahic
the value is computed differs depending on how the agent
chooses to evaluate its negotiations with the other ageves.
label an agentompletely self-directed it does not take into
consideration how much utility the other agent can poténtia

ain when the local agent makes a commitment to complete
he requested task as a result of negotiation. In other words
the agent is completely driven by the values that it locally
attaches to task performance or resource consumption. In
contrast, an agent isompletely externally-directei it sees
e other agent’s gain as its own in a 1:1 fashion. Note that
ese labels identifjrnow value or utility is computed and do
not relate to the agent’s overall objectives. We distinigufe

n_. ; . )
notion of agents being self-interested or cooperative fthen

ne

notion of an agent being self-directed or externally-diedc
We call an agenself-interestedf its organizational goal is to
maximize only its local utility and an agenté®operativef it

is intent on maximizing the overall social utility. Wherea® t
“direction” terminology defines how value is computed by the
agent, the self-interested/cooperative terminology ifpsdhe
agent’s overall goal. With respect to negotiation, the degf

an agent’s self-interestedness/cooperativeness defineeia-
goal in terms of its overall relationship to the agent sggiet
while the degree of self-directness/externally-diresgnele-
fines the local mechanism used by an agent to help achieve
its meta-goal. For instance, if the agent is cooperative and
externally directed, it will work to maximize social weltaand

will base its computations, during negotiation, on the galu
communicated to it by other agents. However, an agent who
is cooperative and self-directed will also work to maximize
social welfare, but based its own calculation/predictidn o



social welfare. It does not consider how much the other agdyasic framework laid out in this paper.

would potentially gain as a result of a special commitment, Let's consider the supply chain example in Figure 1. There

because the other agent’s potential gain is not thought isy thre different organizational relationships among agefts.

agent as a reliable factor that indicates of social welftnis, instance, there is an agent (ag#&8M _2) who produces hard

agent rather leaves the information out of its considenatio drives, belonging to the IBM Company. It provides hard dsive
We feel that as the sophistication of multi-agent systenfisr three different agents, with the following organizatid

increases, MAS will be neither simple market systems wherelationships to it:

each agent is purely self-interested, seeking to maxint&e i 1) AgentIBM_2 provides hard drives for the other agent

local utility, nor distributed problem solving systems wéall (agentIBM _1), which also belongs to IBM but assem-

agents are completely cooperative working to maximizerthei bles PCs.

joint utility. This will occur for the following reasons. Ft, 2) AgentlBM_2 provides hard drives to an NEC agent

agents from different separate organizational entitidlscame (agentNEC), and as the transactions between them
together to dynamically form virtual organizations/teafos become more frequent and regular, they form a virtual

solving specific problems that are relevant to each of their  organization based on the recent transactions.
organizational entities [10]. How these agents work inrthei 3) AgentiIBM_2 occasionally provides hard drives for a
teams will often be dependent on the existence of both long-  distributor center (agerIS) based on a simple market-
term and short-term relationships that are based on thesgoal like mechanism.
of their underlying organizational entities. Secondlyemv When ageniBM _2 negotiates with these three agents, it
for agents from organizations with meta-goals that in@icashould use different negotiation attitudes that reflects th
self-interestedness, it might be beneficial for them to lbfferent relationships. For instance, when it negotiatéth
partially externally-directed when they are in the sitoas agentIBM_1, it may need to be more externally-directed than
where they will have repeated transactions with other ageittis towards the other two agents if its most important meta-
from other organizational entities. Additionally, eveneats goal is to increase the utility of IBM. However, even for the
working solely with agents of their own organizational 888 good of IBM's benefit, it may not be the best choice for
will take varying negotiation attitudes in the spectrum cdgentIBM_2 always to be completely externally-directed to-
completely externally-directed to completely self-diezt in  wards agentBM _1. Sometimes it may bring IBM more profit
order for the organization to best achieve its overall gbak for agentIBM_2 to provide hard drives to ageBiS rather
latter perspective is based orbaunded-rationakrgumentit than to agentBM _1, if agentIBM _1 is not certain whether it
is not possible from a computational or communicational really needs the hard drive.
perspective for an agent to be fully cooperativebecause = When ageniBM _2 negotiates with agetiEC, it may need
the agent needs to take into account the current and expedtede more externally-directed than it is towards agets
change in the utilities of all agents in the organization argiven the virtual organization it has formed with ag®N\EC.
the state of achievement of all organizational goals to Béve appropriate level of local cooperation depends on how
fully cooperative. Thus, it may be best for the organizatioimportant the utility increase of this virtual organizatics to
to have agents being partially externally-directed inrthmtal agentIBM _2, how the goal to increase the utility of this virtual
negotiation with other agents rather than being completebyganization relates to its other goals, and how certain the
externally-directed in order to deal more effectively witte information provided by agerdIS compares to the informa-
uncertainty of not having a more informed view of the statiéon received from other sources. Also, as we noticed before
of the entire agent organization. We feel a similar argumetite formation of this virtual organization is dynamic; it yna
can be made for self-interested agents. It may not alwagiso disappear sometime later as the environment charmes, s
be advantageous for them to take the negotiation attitude agfentIBM _2 should adapt its negotiation attitude dynamically
completely self-directed. Rather, in some context, theemoioo.
external-directed attitude will lead to an increase inrtlogin From the above examples we find it necessary to have
local utility. a mechanism that supports agents choosing from among
Note that this work pertains to deliberate agents situatedmany different negotiation attitudes in the spectrum from
an agent society where there are organizational relatippshcompletely self-directed to completely externally-diest; and
among agents. The agents can make choices about with wheesily switching from one attitude to another. The choiceesf
to collaborate, how to negotiate, what to charge for sesyicayotiation attitude should depend on the agent’s orgaminati
etc. Further, the negotiation attitude will be dependenthten goals, the current environmental circumstance, which aigen
relationships among the negotiating parties and the pdatic is negotiating with, and what issue is under negotiatioreréh
negotiation issue, and the state of achievement of relevahbuld also be no requirement of a centralized controllat th
organizational goals. In the experimental work reportethis coordinates the agent’s behavior.
paper, we are also assuming that agents are not acting in &o far, there has been no such negotiation mechanism which
hostile manner nor gaming the situation based on the mepaevides the above capabilities for agents (see related imor
level information transferred among agents. However, ve¢ feSection VI). In this paper, we introduce an negotiation mech
that by adding some additional mechanisms that allow antaganism which enables agents to construct negotiation @gistu
to adjust the character of the meta-level information tisat in the spectrum from completely self-directed to compietel
exchanged, hostile/gaming agents can be handled within theaernally-directed in a uniform reasoning framework eall
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Fig. 1. Supply chain example

the Motivational Quantities (MQ) framework [11]. The MQM @ set. If two agents need to construct a commitment through
framework provides the agent with an appropriate utilityd@lo coordination or negotiation, and us&() as an exchange
for quantitatively reasoning about how specific task alimra medium, they need to have at least ai€) in common, or be
decision relates to satisfying its organizational goafstHe willing to form one dynamically. Different agents may have
remainder of the paper, the MQ framework is reviewed idifferent preferences for the saméq@.

Section Il. Section lll describes the integrative negaiiat MQ@s are consumed and produced by performing tasks.
mechanism. Section IV uses examples to explain the ideRse agent's overall goal is to select tasks to perform in orde
more fully. Section V presents experimental results that eg maximize its local utility through collecting differeMQs.
plore how different negotiation attitudes affect the a@entThis does not mean that the agent has to be “self-interested”
performance and the social welfare of the overall systemonly means that the agent selects its actions to congitmt
Section VI discusses related work and Section VII conclud@s multiple organization goals. If “to help ageBt’ is one of

and identifies further work. the goals of agent!, then agentA will act in a cooperative
manner with respect to ageft. If two or more agents have
Il. MQ FRAMEWORKS a goal in common and hence have the sam@ in common,

) they act as a group or a team working collaboratively toward
The MQ framework [11] is an agent control framework thafy;g’ goa1. MQ tasks are abstractions of the primitive action
provides the agent with the ability to reason about Whlckstasthat an agent may perform. The agent compares and selects
should be performed and when to perform them. The reasonidys that are associated with different organizationallgyo

is based on the agent’s organizational concerns. The baé%fchMQ taskT; has the following characteristics:
assumption is that agents are complex, with multiple goals '

related to the multiple roles they play in the agent socithe  « Earliest start time dst), est;. The performance off;
progress towards one goal cannot substitute for the pregres before this time does not generate valid results.
towards another goal. Motivational Quantitied s) are used ~ « Deadline,dl;. The accomplishment df; after this time

to represent the progress towards organizational goaistiqua ~ does not generate valid results.

tatively. Each agent has a set&fQs which it is interested in ~ » M@ taskT; needs some process time to be accomplished,
and wants to accumulate. EastiQ); in this set represents the denoted asl;.

progress toward one of the agent's organizational goalshEa ¢ M@ taskT; produces certain quantities of one or more
MQ); is associated with a preference function (utility curve), M@s, denoted as\/QPS (M@ production set). The
Uy, that describes the agent's preference for a particular Production of MQ@s reflects the progress made in ac-
quantity of theM Q,. The agent's overall utility is a function complishing the organizational goal associated with this
of the different utilities associated with th&/Qs it tracks: specificM Q.

Uagent = (Ui, U;, Uy, ..). The structure of functiony o« MQ taskT; consumes certain quantities of one or more
represents the agent's preference and emphasis on differen types of M@s, denoted as/QC'S (M@ consumption
organizational goals. Tha/Q framework thus provides an  set). The consumption a¥/@s represents resources con-
approach to compare the agent’s different motivationatbfac sumed by performing this task, or favors owed to other
through a multi-attribute function. Not all agents haveshee agents for subcontracting work.
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Fig. 3.  The dual concern model

The M@ scheduler schedules current potenfial) tasks, ) - )
and produces a schedule of a sefl6€) tasks, specifying their who has a hlghgr position and thus more authority, an ag_ent
start times, and finish times. The scheduler takes the foipw O™ @ cooperative company, or an agent from a competing
factors into consideration: th&/QPS, MQC'S, durationd;, Ccompany and so forth. The agent's attitude toward negofiati
the earliest start timest; and the deadlinell; of eachAsQ 1S MOt just simply either self-directed or externally-dired,
task, and the agent's current accumulationf)s. Notice that the agent needs to qualitatively reason about each negatiat
MQ is always being evaluated in the context of agent's curre?SSion, and so it can choose an appropriate negotiation
MQ accumulation state. For example, Figure 2 shows a sing”ﬂg't_Ude- _ )
utility curve for a singleM Q;. The first one unit\/Q; brings Figure 3 desgnbes this dual concern model. Whe_n the _agent
the agent; units of utility U; . After the agent has collectedONly attaches importance to its own outcome, its attitude
2 units of MQ;, the additional one unit ofQ; brings the toward negotiation is completel_y seIf—dlrected;. when aarag
agent additional @; — Q) units of utility U;. (Q3 — Q) is attaches the same degree of importance to its own outcome

not necessarily equal t0;, they are calculated based on th&S it does to the outcomes of the other agent, its attitude is
utility curve associated with/Q;. completely externally-directed; when the agent attachesem
The MQ framework provides the comparison of taskdmportance to the outcomes of other agents and no importance
that need to be performed for different reasons: for diferel® its own outcome, its attitude is accommodative; if the
organizational goals, for other agents to gain some financRgent attaches no importance to any outcomes, its attiide |
benefit or favors in return, for cooperation with other agent2voidant (the negotiation is not worth its time and effdfom
etc. It also supports different utility functions that rela this model, we find that there are potentially many options
the execution of tasks to the importance of organizationdftween the two extremes of completely self-directed and
goals. TheM@Q framework is related to the work on joimcom_pletely externally-directed. These other_opuons ddpm
intentions [12] and joint goals [13]. In this work, the agent® importance the agent attaches to the increase of its own
reasons logically about the existence of joint goals (based utility relative to the'l.mportance it attaches to the inceaf
information exchanged and its local knowledge database) € Other agents’ utility. o
then decides which activities to perform and how it should L€t'S use task allocation as an example of negotiation where
interact with the other agents under joint goals. Howeves, t for each tash that agent A wants agent B to comple_:te, certain
work differs from the)/@Q framework in the following way. MQS are transferred from agent A to agent B if agent B
The joint goal work does not address how the agent choo§€€s to complete the task. The conceptual model here is
from multiple candidate goals, or how the agent decides whif'at agent B is motivated by the potential increase in its MQs
activities to perform at a given time. Instead, it focuses dff Perform tasks for agent A (note that this does not convert
finding the existence of the joint goals. In contrast, &) the MQs to currency as not a_II agents may be interested in s_ald
work focuses on deciding which goals (or tasks) to perfor!QS). We will start with a simple, abstract example. In this
when to perform them and how to perform them from H10del, when agent B commits to accomplishing tasased
quantitative perspective rather than from a logical one. ~ ©ON & contract that is mutually agreed upon by the two agents
In summary, the motivational qualities (MQ) frameworKformed either dynamically or pre-defined), it is then oatel
provides an agent with the capability to reason about differ ©© Perform the task, otherwise it may incur a penalty. When
goals in an open, dynamic and large-scale MAS, hence fResuccessfully accomplishésthe agreed upon amount of the

agent can evaluate a negotiation issue from an organizatio|Q Will be transferred from agent A to agent B. Note that
perspective. agent B must actually decide whether or not it is interested i

performingt. This evaluation is done via the MQ framework
and the associated MQ scheduler. The evaluation uses agent
B’s preference for the MQ in question to determine the redati

In a complex agent society, an agent will need to wonkalue of performing t for agent A compared to other candidate
with other agents from a variety of different organizationdasks agent B may have. This evaluation process, in turn,
positions. For example, an agent from its own group, an agelgtermines agent B’s attitude toward the negotiation df tas

IIl. | NTEGRATIVE NEGOTIATION



L Ub(MQ,.)

In terms of specifics, there are two types of MQs that 3 b(1) a(k=l)
could be transferred with the successful accomplishment of
task t: goalrelated MQ and relational MQ These classes 20 ¢ (O<k<1)
are conceptual and used to clearly differentiate motivatio ; d
for task performance from attitudes toward negotiationéss 1- 3
— in reality, they are both simply MQ<Goalrelated MG :
are associated with an agent’s organizational goals, glyer : ‘

increases in MQ volume, and hence have positive benefits to 1 2 3 MQpa
the agent's utility. Note that the agent's designer deteemi F9- 4. different mapping functions a¥/@Qyq ¢
which kinds of MQs the agent tracks (and is interested in),
defines the agent’s preference for each via the utility flonst ) : )
discussed earlier, and determines how these relate to fkagent A and makes it possible for agent to consider agent
agent's organizational goals. When dealing vgial related As outhme when it.makes its own d.ecisions.. Actually, how
MQs, the agent collects MQs for its own utility increase. IsthiM Qba/¢ ls_mapp_ed into agent B's (_Vlrtual) utility, meaning
sense, agent B’s performance of task motivated by “self- utility that is not included in the social Welfarg co_mplmﬁ
interested” reasons if payment is viagaalrelated MQ For depends on how extemally-dwected agent B is W!th agent A.
example, task has 3 units of\/Q, transferred with it, and for ~ Suppose that 20 units/Q,,,, are transferred with task
agent B, the utility curve of/Q,, is: u(x) = 2x, that means, the 'épresenting the utility agent A gained by having agent B
utility of agent B will increase by 6 units by collecting 3 tsi Perform taskt, Figure 4 shows four different functions for
of MQ, through performing task Agent B decides whether MaPRINGM Q¢ to agent B's virtual utility.
to accept task by reasoning about its value relative to the cost Function a, b and c are linear functions, (M Q) =
of the resources it will expend in the performance ahd the ks MQpaye-
opportunities it will forgo by taking this task In this case, as I & = 1 (@), Us(MQpayt) = MQpayr = Ual(t) (Ua(?)
the task doesn’t consume any MQs, the resource expenditdgotes the utility agent A gained by transferring t), thgerd
is time or in terms of opportunity cost. Because this reagpniB iS completely externally-directed to agent A;
process pertains tgoalrelated MG, it is “self-directed” for ~ If &> 1 (b), Up(MQpayt) > MQpase = Ua(t), then agent
the agent’s only concerns is its own utility increase. B is accommodative to agent’A

If £ <1(c), Us(MQpqast) < MQpqye = Ua(t), then agent

Consider a modified case. Suppose that by having tasR is partially externally-directed with agent A;

accomplished by agent B, agent A's own utility increases by If & =0, Uy(MQy4/:) = 0, then agent B is completely self-
20 units. If agent B takes this fact into consideration whegirected with respect to agent A. In this case, if agent A want
it makes its decision about task agent B is externally- agent B to do task, it needs to transfer another kind of MQ
directed with agent A because agent B is also concernéfie goalrelated MQ to agent B, agent B and agent A can
about agent A's outcome (in addition to its own). If we wanfi€gotiate about what type gbal related MQto transfer and
agent B to consider As utility, we need to introduce anothé&ow much of it should be transferred, regarding how and when
MQ designed to model B’s (revised) preference for A t@gent B could accomplish taskn the following examples and
have a utility increase also. To reflect the B’s attitude tmivathe experimental work, we assume that the type and amount
As outcome, we introduce eelational MQ, the preference Of the transferreqjoalrelated MG are fixed and agents do
for which represents how externally-directed agent B isiwifnot negotiate about them, so we can focus on demonstrating
agent A concerning task Let M/ Q,,; be the relational MQ how therelational MQ works.
transferred from agen't Ato agent.B when ggent B pE:rformsllt is assumed that agents are honest and don't lie about thetamge of
task t for agent A SlnCe]w@ba/lﬁ IS_ a relational MQ its taskt. We recognize that this assumption may not hold in all apptioat It is
only purpose is to measure the attitude of agent B towar@grth noting, however, that it is actually difficult to liefetively in the MQ

agent A concerning task the utility of agent B toward framework because the agents do not necessarily know eaetisotiapping

: : : g unction for relational MQs. Consider Figure 4. If agent Aingeracting with
prObIem SOIVmg’ we will not consider the Utlllty pmduceigent B and agent A does not know which mapping function (a, ) that

by any relational MQs such a®/ @, ;. Likewise with agent agent B is using, it will be difficult for agent A to know the imgathat its
A. When agent A transferd/Q;,,, to agent B, we will not local choices will have on agent B's response.

; ; il 2In remainder of the paper, we may omit the word “virtual” befotiity,
tabulate the negative change in utility of agent A because ut we know that thiselational MQ.only maps into virtual utility that is not

chang(_a in utility is not related to problem sol_ving Progresgal utility. In the experimental work, neither the agentiity nor the social
but is instead related to the transfer of a relational MQ. Theelfare includes the virtual utility fromelational MQ.

reason for this approach is that in this paper our performanc 3This function can be used to represent authority relatipngfetween

tric | ial If it i ti I d. whish agents. When k is set to a very large number, agent A actuallahgmrity
Metric 1s social weltare as It 1s conventionally used, WhiEn e, agent B - the task from agent A has high priority in agestdgenda.

in terms of progress toward joint goals. From this view, thenother way to express the authority relationshiplifi) framework is to
utility produced by a relational MQ can be seen\agual Use thegoalrelated MQ A similar preference utility function like this one

- . ;. .. associated with goalrelated MQcan represent the authority. However, the
utility. Thoth]V[Qba/t produces virtual utility, is important difference is that there is no “real” utility transferredtlveen agents in the
because it carries the information of how important task first approach.



The mapping function could also be a nonlinear functioexperience [14]. In [15], we presented a formalized anedyti
(d) that describes a more complicated attitude of agent B noodel and showed that the best negotiation attitude can be
agent A, i.e., agent B being completely externally-dirdctedriven through the calculation based on this model and the
with agent A until certain organizational goal is met indexh available information of the environmental context.
by the level of M@, and then becoming self-directed. An
agent can adjust the utility mapping function to reflect its IV. THE SCENARIO
relationship with another agent, which could be its adniiais
tor, colleague, friend, client or competitor. By adjustisgmne
parameters in the mapping function, more subtle relatigssh
could be managed. The agent could differentiate a frien
colleague from an unfriendly colleague, also it could draw
distinctions between a best friend and an ordinary frierfite T
structure of the function reflects that for how long and to wha
extent the agent would like to be externally-directed.

Different from thegoal.related M@, which are built by the
agent's designer and whose utility curves are not changing,
the utility curves of therelational MQs can be adjusted by
the agent dynamically to reflect its dynamic relationships
with other agents. Additionally, the agent’s attitude tot&
another agent could be “issue-specific”; given an agentdcoul
play multiple roles, there could be different issues negetl
between agents, and the agents should select differetuidatti
according to what issue is negotiated. For example, for the
colleague’s request to contr!bute to a shared_ professiobal tasks from the Computer-Producer Agent, it also re-
and for the same colleague’s request for a ride, even though

both requests come from the same agent, the agent’s attitude ceyesDehver_Producttasks from an outside agent.
could be different. In this example, every agent collects the same type of

By introducing this agent-oriented, issue-spediéitational  90alrelated MQ MQg. The utility curve for MQs is:

MQ into negotiation, the agent's attitude toward another agefi/ity(z) = = and every agent uses this same function. Each
concerning a specific issue can be represented as the utﬂﬂ?k that the agent receives includes following informatio
curve associated with thelational M/ Q. This mechanism is e« Its earliest start time (est), the performance of the task
called anintegrative negotiatiormechanism, which supports ~ before this time does not generate valid results.
the agent’s choosing a negotiation attitude of any type frome Its deadline (dI): the latest finish time for the task.
completely self-directed to completely externally-dtest The o Its reward (r): if the task is finished by the deadline, the
agent's attitude towards a negotiation issue is affectethby agent will get reward r (which is r units a¥/Qs).
utility mapping function of the transferred MQ with thisies ¢ The early finish reward rate (e): if the agent can finish
In the MQ framework, the MQ scheduler enables the agent to the task by time ft as it promised in the contract, it
optimize its schedule and maximize its local utility. Whilet will receive an additional early finish reward. The reward
framework directly supports the concept of relatioddiQs sum is adjustable so that if the agent finishes even
and being motivated to cooperate on that basis, the use of sooner, additional rewards are given. The relationship
MQ transference in this paper extends the MQ framework IS expressed mathematically as: max(e*r*(dl-ft),r). The
to interconnect the local scheduling problems of two or more ~Maximum additional reward is r so that the total reward
agents in a dynamic fashion (based on the current context). Possible for task performance, including both basic re-
Prior to this work, no meaningful work had been done\iiQ) ward and additional reward, is 2*r.
transference or the implications of it. As Figure 6 shows, the Hardware-Producer Agent receives
How can an agent choose its attitude toward other ageRfsrchaseParts task from an outside agent with x units of
in such a complex organization context? We are not planniddQg, where x is a random number varying from 2 to 10. The
to present a solution to this question in this paper, but w&omputer-Producer Agent has long-term contract relatipns
feel that the agent should dynamically adjust its attitugle twith the Hardware-Producer Agent and the Transport Agent:
analyzing the other party, the issue in negotiation and its GetHardwaretask always goes to the Hardware-Producer
current problem-solving status. In Section 1V, we show fthat Agent with a fixed reward of 3 units al/Qg, and itsDe-
a simple scenario the optimal attitude can be formally dj@eki liver_Computertask always goes to the Transport Agent with
and for that scenario we can learn through local observatiarfixed reward of 3 units oM Qg. Every PurchaseComputer
what are the best attitude. The following information skida¢ task comes to the Computer-Producer Agent with a reward of
considered in this decision making process: “Who is the oth2® units of M Qg if it is finished by its deadline (the reward
agent?” “How is its organizational goals related to mineZan be higher if the task is finished earlier, see the follgwin
“What is its objective?” “What is its relationship to me?”’example). The Computer-Producer Agent would have its local
and so forth. Some of this information can be learned fromtility increased by 14 units after paying the reward to the

In this section, we introduce a simple example of an agent
society and show how the integrative negotiation mechanism
works using the MQ framework. There are three agents in this
ciety as shown in Figure 5.

1) The Computer-Producer Agentc)( receives Pur-
chaseComputertasks from an outside agent (which is
not considered in this example). Figure 5 shows that to
accomplish aPurchaseComputertask, the Computer-
Producer Agent needs to generate an external request for
hardware GetHardware task), and also needs to ship
the computer Deliver Compute) through a transport
agent.

2) The Hardware-Producer Agent h){ receives
GetHardware tasks from the Computer-Producer
Agent, it also receiveg’urchaseParts tasks from an
outside agent.

3) The Transport Agentt) receives Deliver Computer
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Fig. 6. Tasks with Differenf\/ Qs

Hardware-Producer Agent and the Transport Agent). Assu@ (it leaves 4 units slack time) to earn extra early reward
the tasksGetHardware and Deliver.Computerhave the same 6 ((70 — 40) « 0.01 % 20) units M Qg. Its local utility increases
importance, the accomplishment of each task would result irby 20 (20+6-6, after paying the sub-contractor agents)sunit
units utility increase for the Computer-Producer AgentisThafter the accomplishment of this task. Hence the following t
information is reflect by the 7 units al/Q;,.,, transferred task requestsGetHardware A and Deliver ComputerA are

with task GetHardware and 7 units ofMQ),./, transferred sent to the Hardware-Producer Agent and the Transport Agent
with task Deliver. Computer Mth/t“ is a relational MQ respectively:

introduced to reflect the relationship of the Hardware-Boga

Agent with the Computer-Producer Agent concerning task task name| GetHardwareA | Deliver. ComputerA
The transferred/Q),.;, with the task represents the utility est. 10 30
increase of the Computer-Producer Agent by having this deadline _20 _40

task accomplished. How it is mapped into the Hardware-| reward 3 units M Qg 3 units M Qs
Producer Agent’s virtual utility depends on the Hardware- 10 units M Qpeye | 10 UNits M Q4 /¢

Producer Agent's attitude towards the utility increase @ t  |n this example, we look at three different attitudes, fowho
Computer-Producer Agent regarding taSletHardware If  the Hardware-Producer Agent negotiates with the Computer-
the PurchaseComputertask could be finished earlier than itsproducer Agent over the tasetHardware The differ-

deadline, the Computer-Producer Agent could get more thgst attitudes are specified in terms of a linear function:
20 units reward. The extra utility increase could be esMatUha(Mth/t) =k*x MQpess.

and reflected by more than 7 units transferdet;,.,, or
MQ,.; to the other two agents. Suppose the Computer-
Producer Agent receives the following task:

Task name: PurchageomputerA

1) k=1, the Hardware-Producer Agent is completely
externally-directed.
2) k=0.5, the Hardware-Producer Agent is partially

. Earlieststart-time: 10 externally-directed.

: Deadline: 70 ’ 3) k_=0, the Hardware-Producer Agent is completely self-
« Reward: 20 units\/ Qg directed.

« Early finish reward rate: =0.01 Now we can look at how these different attitudes affect

Through the reasoning of the MQ scheduler, the Computefe negotiation process of the Hardware-Producer Agent.
Producer Agent decides to accept it and finish it by tlrnSuppose there are two other tasRsirchaseParts A and
4Similarly, MQ is a relational MQ that reflects the relationship of PurchaseParts.B received by the Hardware-Producer Agent
the Transpc’vrt Aggn/tt with the Computer-Producer Agent caricgrtaskt. be_S|deS tasiGetHardware A, this results in the .th_r.ee tasks
Detailed discussion about it is omitted here. being sent to the MQ Scheduler (suppose the initial MQ set



is empty): based on the scenario described in Section IV. The Hardware-

task name est | deadline| process MQPS Producer Agent has a choice of three different attitudea_ltdw
time the Computer-Producer Agent: completely externally«ted
GetHardwareA | 10 20 10 [MQs,3] (C) (k=1.0), partially externally-directed (H) (k=0.5),na@

[MQnesi, 101 | completely self-directed (S) (k=0), the Transport Agens ha
g“rCEaSEP artsA | 10 30 10 [MQs 4] the same three choices, so there are 9 combinations: SS
urchasébartsB | 10 20 10 [MQs 9] (both agents are completely self-directed), SC (the Hareiwa
The decisions made by the agent depend on the attitydyducer Agent is completely self-directed while the Tpams
taken: Agent is completely externally-directed), SH (the Hardevar
« Ifthe Hardware-Producer Agent is completely externallyeroducer Agent is completely self-directed while the Tpams
directed to the Computer-Producer Ageht< 1), the Agent is partially externally-directed), HS, HC, HH, CS,
best MQ schedule produced is: CH, CC. The data is generated by running 48 groups of
[10,20] Get Har dwar e A [20,30] Pur chase_Parts_A  experiments; in each group the agents work on the same
the Hardware-Producer Agent will have 7 units utilityincoming task set under the nine different situations. Hsés
increase after the accomplishment of this schedule. in each set for each group experiment are randomly generated
« If the Hardware-Producer Agent is completely selfwith different rewards and deadlines within certain ranges

directed to the Computer-Prqducer Ageht € 0), the Table | shows the comparison of each agent’s utility and the
best MQ schedule produced is: social welfare under these different situations. The peege
[10,20] Pur chase_Parts.B [20,30] Purchase-Parts.A ,mhers are the normalized utility numbers based on thigyutil
the Hardware-Producer Agent will have 13 units utility5ineq when agent is completely self-directed. When both
increase after the accomplishment of this schedule. 0 argware-Producer Agent and the Transport Agent are
. If. the Hardware-Producer Agent is partially eXtema”yE:ompletely externally-directed with respect to the Coraput
directed to the Computer-Producer Aget € 0.5), producer Agent (CC), the society gains the most social wel-
the best MQ schedule produced is the same as abONge Eyen when both agents are only partially externally-
However, if the taskeurchaseParts B comes with 6 units gjrecteq (HH), the social welfare is still very good. Howeve
MQs instead of 9 units, then the best MQ schedulgnen one agent is completely externally-directed and therot
produced is: agent is completely self-directed (CS, SC), the social avelf
[10,20] Get _Har dwar e A [20,30] Pur chase_Parts-A  yqeq not improve much compared to the completely self-

the Hardware-Producer Agent will have 7 units utilityy;ecteq (SS) cade The reason for this lack of significant

increase after the accomplishment of this schedule. iﬁ1provement is that, in this example, to accomplish task

similar reasoning process also applies to the TranspejchaseComputerrequires that both the tasket Hardware

Agent. ) and the taskDeliver Computerneeds are successfully com-
The above example shows how an agent reacts in a neggfisied. \When one agent is completely externally-directed, i

ation process depends on its attitude towards the othert age€f-vifices it own utility, but taskPurchaseComputer may
regarding this issue, and also is affected by the other tasl fajl because the other agent does not cooperate on the
on its agenda. The more externally-directed an agent is, §ightask, thus the utility of the Computer-Producer Agergsdo
more it will sacrifice its own utility for the other agent'silit 5t increase as expected, and the global utility does not
ity increase. This integrative negotiation mechanism &%abjmnrove. This happens when the completion of a task is spread
the agent to manage and reason about different negotiatigjar more than two agents — thus the information from the
gttltudes it could have with another agent regarding a Itert&-omputer-Producer Agent about its utility increase is ay
ISSUE. estimation because it depends not only on taskHardware

V. EXPERIMENTAL RESULTS for the Hardware-Producer Agent, but also relies on task

The example in Section IV shows that an agent nee Sellver_Computerfor the Transport Agent. In this situation,
o : - : It the Hardware-Producer Agent has no knowledge about the

to sacrifice some of its own utility gain to be externally- . o
. X ] ..~ attitude of the Transport Agent (and what other tasks it ell
directed with another agent. One important question is: can

externally-directed agents improsecial welfar@ > Another receiving including their worth and frequency), then it nmay

important question is: when should an agent be externaltgﬁt-e a good idea to be completely externally-directed towards

directed and how externally-directed it should be? To exeplo e Computer-Producer Agent.

testing about the social welfare under the different cosier

5Social welfare refers to the sum of the utilities of all theeagin the situations. For example, the first line in Table Il shows that

society, i.e. the sum of the utilities of the three agents:@omputer-Producer _ . .
Agent, the Hardware-Producer Agent, and the Transport Agarcial welfare  With the 0.01 Alpha-level, we can reject the hypothesis

is collected in the experiments just for us to compare diffepmiicies. It is  that the difference between the social welfare when bothtage
never being used by individual agents in their local decisiaking processes, gra completely externally-directed and the social welfanen
because this information is not available for them at all. iRdividual agent,
the only available information besides its local informatisrthe relational
MQ from the other agent with whom it is negotiating.

5The experiments are performed in the MASS simulator environfh@ht "Results from t-test have shown that the difference of théasoeelfare
and the agents were built using the JAF agent framework[17] between CC and SS, also between HH and SS, are statistigaijicant.




Utility of Computer | Percentage Utility of Hardware | Percentage Utility of Percentage Social | Percentage
Producer Agent Producer Agent Transport Agent Welfare
SS 218 1.000 575 1.000 856 1.000 1649 1.000
cC 842 4.08 415 0.72 766 0.90 2022 1.23
HH 587 2.84 493 0.86 806 0.94 1886 1.14
SC 301 1.41 587 1.02 798 0.93 1686 1.02
CS 469 2.24 364 0.63 839 0.98 1672 1.01
HS 390 1.87 467 0.81 845 0.99 1702 1.03
SH 292 1.36 585 1.02 815 0.95 1692 1.03
HC 632 3.06 500 0.87 772 0.90 1905 1.16
CH 761 3.68 405 0.70 802 0.94 1967 1.19
TABLE |

COMPARISON OFPERFORMANCE

Difference of | Number to Compare Ho Ha Result Alpha p
Social Welfare
CC-SS 330 =330 | > 330 Reject Ho 0.01 0.008
HH - SS 180 =180 | >180 Reject Ho 0.01 | 0.0008
SC - SS 0 =0 >0 Fail to reject Ho| 0.01 | 0.0179
CS -SS 0 =0 >0 Fail to reject Ho| 0.01 | 0.0965
TABLE I

RESULTS FROMSTATISTICAL TESTS

Utility of Hardware | Percentage| Social Welfare | Percentage]
Producer Agent

Completely Self-Directed 583 1.0 1679 1
Completely Externally-Directed 395 0.68 1887 1.13
Partially Externally-Directed 487 0.83 1831 1.09
TABLE Il

UTILITY OF HARDWARE-PRODUCERAGENT AND SOCIAL WELFARE

both agents are completely self-directed is equal t08330 Agent Task Reward Fé\?grl;,eggy d

compared to the hypothesi, that the difference between time clicks

the social welfare when both agents are completely extgenal c PurchasgComputer | 20 1 16

directed and the social welfare when both agents are com- E S&Eﬂg;%";ﬁ [2310] ; Z

pletely self-directed is greater than 330. T Deliver Computer 3 T 6
Table 1l shows the expected utilities of the Hardware- t Deliver Product [2,10] 2 7

Producer Agent and the expected social welfare under the TABLE IV

three possible situations: when the Hardware-ProducentAge EXPERIMENT PARAMETERS

is completely self-directed, completely externally-diedd and
partially externally-directed. When the Hardware-Produce
Agent chooses one attitude, the Transport Agent may adopt
one of the three different attitudes. For example, when the

Hardware-Producer Agent chooses to be completely s&lfyq in the range of [2, 10], and the duration of the task is
directed, the global situation could be SS, SC, or SH. The Every PurchaseComputertask comes to the Computer-
utility numbers in the table are the expected values of the 4 ,car Agent with a reward of 20 units dfQs, if it
utilities under these three different situations. Tabla€lls us 5 finished by its deadline, the Computer-Produc’:er Agent
that when a cooperative task involves more than two agegis |4 nhave its local utility increased by 14 units (With the
and when the other agents’ attitudes are unknown, beiggyction of the 6 units af/ Qs transferred to the Hardware-
completely externally-directed means sacrificing its owlityl  p,qycer Agent and the Transport Agent). This informatin i
§|gn|f|cantly and thus, at least in this scenario, is not adgoQent to the Hardware-Producer Agent (and also the Transport
idea. _ _ _ Agent) by attaching 7 (14 divided by 2 agents) units of
We recognized that the abc_)ve conclusion might relate tQational MQ (MQp,; for the Hardware-Producer Agent)
the parameters of the experiments. Table IV shows thqﬁﬁh the tas ;
parameters. For example, the third row of the table shows thia,, onsideration by the MQ scheduler when the Hardware-
the Hardware-Producer Agent receives tRarchaseParts  pyqqcer Agent makes its decision on this proposal. However
task every 15 time clicks, the reward for ederchaseParts g jnformation is not necessarily accurate because it is
8330 is 20% of social welfare under the SS situation (1649, 580 is basgd_ on the assumption that th? tEskducermputenmll .
11% of social welfare under the SS situation. be finished on time. Whether this assumption is appropriate
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Reward from| SS | CC HH

depends on whether the Hardware-Producer Agent and the outside offer

Transport Agent would accept the subcontracts and fulfill [2, 10] 10| 1.23 | 1.14

them on time. The uncertainty associated with this inforomat [11, 19] 10 ] 093] 0.98
comes from the uncertainty of the other contractor agetiiss ( TABLE V

Transport Agent) decision, where the other contractor tgyen SoCIAL WELFARE USING DIFFERENT PARAMETERS

decision is based on the following issues:
1) The agent’s attitude toward the Computer-Producer
Agent (how externally-directed it is); the more

externally-directed it is, the more likely this subcontrags completely externally-directed. And in fact, this chmic
will be accepted. increases the social welfare.

2) The outside offers the agent receives: how good they aregased on the above experimental results, we feel there are
how frequent they are and how they affect the subcogt |east two different ways for agents to choose the apgatepri
tract task. If the outside offer is not higher compared t@ye| of cooperation. One approach is that the agent who has
the reward from the subcontract, or if they are not very,ore global view/knowledge can inform other agents about
frequent, or if they do not conflict with the subcontrachoy Jikely the estimated utility increase will be true, arbt
task, the subcontract will be more likely to be accepte@iher agents can adjust their cooperation levels basedeon th

Because these issues are unknown by the Computgability of this information. Another approach is thatet

Producer Agent and the Hardware-Producer Agent, the uncgidividual agent can learn from the past experience to adjus
tainty associated with the information about the localitytil the level of cooperation.

increase cannot be resolved. This is why we make the state-
ment at the beginning of this papet:is not possible from a VI
computational or communicational perspective for an agent
be fully cooperative, because the agent needs to have cemple Glass and Grosz [20] developed a measure of social con-
global information to be fully cooperativ&hus, it may be best Sciousness called “brownie points” (BP). The agent earns BP
for the organization to have agents being partially extérna each time it chooses not to default a group task and loses BP
directed in their local negotiation with other agents rathan When it does default for a better outside offer. The default
being completely externally-directed in order to deal morf@f @ group task may cause the agent to receive group tasks
effectively with the uncertainty of not having a more infareh With less value in the future, hence reducing its long term
view of the state of the entire agent organizatioBenerally, Utility. The agent counts BP as part of it overall utility ks
an agent should put appropriate weight on external infdomat the monetary utility. A parameteB Pweight can be adjusted
provided by other agents in an uncertain environment inrord® create agents with varying levels of social consciousnes
to deal with distraction. When there is more uncertaintyteela 1his relates to our utility mapping function associatedhwit
to the external information, an agent should be more seffierelational MQwhich can be adjusted to reflect the agent's
directed, and it should be more externally-directed if thdfferent attitude in negotiation. However, thelational MQ
external information is more certain. is agent-oriented and issue specific, so the agent can model
Additional experiments have been done using differeflifferent attitudes towards each agent and negotiatiomeiss
parameters. Table V shows the social welfare under diftereidditionally, the mapping function can be a nonlinear fimwet
conditions. When the rewards of outside offers fall into th@nd describe a more complicated attitude. Their work assume
range of [11, 19], for the best social welfare, both agenglgere is a central mechanism controlling the assignment of
should be completely self-directed. group tasks according to agent’s rank (agent’s previousultef
However, if there is no uncertainty or less uncertainty,aym behavior), which is not always appropriated for an open
be the best for the agent to be completely externally-cigkctagent environment. Instead, in our assumption, agentsliare a
or more externally-directed toward the group task in order thdependent and there is no central control in the society.
increase the social welfare. This does not mean the agent ha8xelrod [21] has shown stable cooperative behavior can
to grant every subcontract of the group task, the decisism aprise when self-interested agents adopt a reciprocatiiigot
depends on the outside offer. If the outside offer is sigaiftty toward each other. The agent cooperates with another agent
better than the subcontract even with taking into constitera Who has cooperated with it in previous interactions. Thevide
of the contractee agent's utility increase, and if the cstor Of the reciprocity is related to our work if theelational
agent can only choose one between the subcontract of M@ is used bi-directionally between agents, agent A collect
group task and the outsider offer, the contractor agent wapPme relational MQ from agent B and in the future the

take the outside offer and drop the subcontract even if décumulatedrelational MQ could be used to ask agent B
do some work for it, in this way, theslational MQ actually

9This issue of distraction in a distributed interpretatigrstem [18], [19] works as a quantitative measure of reciprocity. Sen deeellop
is caused by anonymous evaluation of the validity of localgnerated

hypothesis. The problem caused by subsequent integratioritie reasoning a probabilistic reciprocity me(':hanism .[14] in Whi.Ch the age .
of another agent is very similar to the issues described iredperiments. K chooses to help agent J with certain probability p and p is

The solution to this problem in a distributed interpretatsystem is to modify ~g|culated based on the extra cost of this cooperation bmhav
local reasoning process to only partially explore the infation received from

another agent. This approach is similar in character to tha &liggested in and how much effort it owes agent J becau‘?e agent J has
this paper. helped it before. There are two parameters in the formula
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for calculating p which can be adjusted so that the ageistinvolved in different organizations. A multi-agent syt

can choose a specific cooperation level. However, this wonkth this integrative negotiation mechanism is an ideat-tes

assumes that cooperation always leads to aggregate gaindbérl to model human society and to study negotiation and

the group, and it was based on a known cost function - thatganization theories. Experimental work shows it may reot b

is, they know how much extra it will cost them to do X fora good idea to always be completely externally-directed in a

another agent. Neither of these two assumptions are negess#uation involving an unknown agent'’s assistance; in tiase,

in our work. Also our work deals with more complex andthoosing to be partially externally-directed may be appade

realistic domains where tasks have real-time constraints gor both the individual agent and also for the society.

there are potentially complex interrelationships amorgksa We recognize that the experimental results are scenario

distributed across different agents. specific and they do not answer the question about how
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His study also shows the fact that neither absolute selfsshnés previous interactions with other agents about how toistdj

nor absolute selflessness result in better allocations,tlad its negotiation attitude parameter.
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allocations. This work explores a similar issue as in ourkyor REEERENCES

however, it is in a relatively simplified domain and there ) ]

s no complex interaction among agents. Other related wo] T Serdholm and . Lesser, advaniages of 1 eveed commimen,

includes the cooperative negotiation work on task all@cati on Artificial Intelligence 1996, pp. 126—133.

[24], where the agents use the marginal utility gain and2] —. “Issues in automated negotiatif)r] and electronic coneeteEx-

marginal utility cost to evaluate if it worth to accept a task EgPr?;?igntgleccc;r]lgfeﬁcge;;rmﬁfﬁgﬁnt'@gg;?;”%fc&;ggggg’stp'pr'"

contract in order to increase the global utility. Howevethis 328-335.

work, the agent acts as in a “completely-cooperative” mod&] M. Andersson and T. Sandholm, “Leveled Commitment Contracti

and there s no choice on how cooperative t wants to be. 3776 Mopi nidualy Reona) Agent) imocesdne of e
This paper is an extended version of [25]. Compared with Paris, France, 1998, pp. 26-33.

the conference paper, this extended paper has the followit§] —— “Leveled Commitment Contracts with Myopic and Strategi

improvements. In this paper, we introduce two new concepts tAif?figltsl’ntgl'lizgizeﬂggissgé7tc\‘fl"?Ltge;‘;gs'\"agg)_”;é_ighference on Ar-

“self-directed” and “externally-directed”, which are fdifent 5] — “Time-Quality Tradeoffs in Reallocative Negotiatioith Com-

from “self-interested” and “cooperative”. This paper pdes binatorial Contract Types,” irProceedings of the Sixteenth National

a more complete descrpion of the MQ framevork. Trigg PoLEGIch o BULLISII0nLn L SER I 0

paper also includes more experimental result. We performed conference on Artificial Intelligence (AAAIL999.

additional experiments using different parameters, tiselte [7] S. E. Conry, K. Kuwabara, V. R. Lesser, and R. A. Meyer, ‘itage

show that the best policy depends on the environmental xpnte gig?éﬁts'?u:;’d;fgbg;%if:&f;g”;iaﬂzflag'?\:E\EElggazr"saC“ons on

such as the outside offer, so it is Important to have agents tq S. Lander and V. Lesser, “Understanding the role of niegioh in

dynamically choose the level of cooperation. distributed search among heterogeneous agentsProteedings of
the Thirteenth International Joint Conference on Artifidiatelligence
1993, pp. 438-444.
[9] S. Sen and E. H. Durfee, “A formal study of distributed megti
VII. CONCLUSION AND FUTURE WORK scheduling,'Group Decision and Negotiationol. 7, pp. 265-289, 1998.

We introduce an integrative negotiation mechanism th%f)] A. P. R. Eugenio OliveiraBook on European perspectives on AMEC
. . Springer-Verlag, June 2000, ch. Agents advanced feataregfotiation
enables agents to interact over a spectrum of negotiattén at  j, Ejectronic Commerce and Virtual Organisations formationcpss.

tudes from completely self-directed to completely extyna [11] T. Wagner and V. Lesser, “Evolving real-time local ageontrol for

directed in a uniform reasoning framework, namely the MQ  !arge-scale mas, inntelligent Agents VIl (Proceedings of ATAL-01)
ser. Lecture Notes in Artificial Intelligence, J. Meyer and Wambe,

framework. The agent can not only choose to be self-directed ggs.  springer-Verlag, Berlin, 2002.
or externally-directed, but also can choose how externalljt2] P. Cohen and H. Levesque, “Intention is choice with commeitt,’
directed it wants to be. This provides the agent with ti}%] Artificial Intelligence vol. 42, 1990.

- . . . .. - N. R. Jennings and E. H., “Using joint responsibility tmordinate
capability to dynamically adjust its negotiation attituosea collaborative problem solving in dynamic environments Pimceedings

complex agent society. Introducing this mechanism in the the Tenth National Conference on Avtificial Intelligend®92.

agent framework also strengthens the capability of mulfit4] S. Sen, “Reciprocity: a foundational principle for proting cooperative

del h L Multi behavior among self-interested agents,’Piroc. of the Second Interna-
agent systems to model human societies. Multi-agent Sgstem iona| conference on Multiagent SystemsMenlo Park, CA: AAAI

are important tools for developing and analyzing models and Press, 1996, pp. 322-329.

theories of interactivity in human societies. There are ynaftS] J- Shen, X. Zhang, and V. Lesser, “Degree of Local Coafjen and its
licated oraanizational relationships in human swciet Implication on Global Utility,” Proceedings of Third International Joint

complicate g p ) yc Conference on Autonomous Agents and MultiAgent SystemdgASA

and every person plays a number of different roles and 2004) July 2004. [Online]. Available: http://mas.cs.umass.pdpér/359



[16]

(17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

B. Horling, R. Vincent, and V. Lesser, “Multi-agent $gm simulation
framework,” in 16th IMACS World Congress 2000 on Scientific Compu-
tation, Applied Mathematics and SimulationEPFL, August 2000.

B. Horling and V. Lesser, “A Reusable Component ArcHitee for
Agent Construction,” University of Massachusetts at Ambe@smputer
Science Technical Report TR-98-30, May 1998.

V. R. Lesser and D. D. Corkill, “The distributed vehicteonitoring
testbed,”Al Magazine vol. 4, no. 3, pp. 63-109, Fall 1983.

V. R. Lesser, “A retrospective view of FA/C distributpdbblem solving,”
IEEE Transactions on Systems, Man, and Cybernetick 21, no. 6,
pp. 1347-1363, Nov. 1991.

A. Glass and B. Grosz, “Socially conscious decision-m@k in Pro-
ceedings of Agents 2000 ConferenBarcelona, Spain, June 2000, pp.
217 - 224.

R. Axelrod, The Evolution of Cooperation Basic Books, 1984.

H. Jung, M. Tambe, and S. Kulkarni, “Argumentation as ritisited
constraint satisfaction: applications and results,Pimceedings of the
Fifth International Conference on Autonomous Agerlts P. Miller,
E. Andre, S. Sen, and C. Frasson, Eds. Montreal, Canada: A@ssP
May 2001, pp. 324-331.

J. M. Vidal, “The effects of cooperation on multiagentsgh in task-
oriented domains,Journal of Experimental and Theoretical Atrtificial
Intelligence 2003, to appear.

X. Zhang, R. Podorozhny, and V. Lesser, “Cooperativeltistap ne-
gotiation over a multi-dimensional utility function multi-agt systems
negotiation,” inProceedings of the IASTED International Conference,
Artificial Intelligence and Soft Computing (ASC 2002900, pp. 136—
142, http://dis.cs.umass.edgzhang/pub/tr00-02.ps.

X. Zhang, V. Lesser, and T. Wagner, “Integrative negfitin in complex
organizational agent systems,” the Proceedings of the IEEE/WIC
International Conference on Intelligent Agent TechnoldbyT 2003)
Halifax, Canada, Oct 13-16 2003, pp. 140 —146.

12



